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Abstract: In this paper, lignin and cellulose nanofibers were extracted and prepared from Bambusa vulgaris schrad (B. vulgaris: bamboo) 
before being subjected to characterization investigations. These extractions and preparations of the lignin and cellulose nanofibers were 
carried out chemically using alkali combined with bleaching treatments together with acid hydrolysis and sonication. The cellulose 
nanofibers were then subjected to morphological and dimensional characterization of the Zetasizer, Scanning Electron Microscopy (SEM) 
and Transmission Electron Microscopy (TEM) instruments. The functional groups investigation, using Fourier Transform infrared 
spectroscopy (FTIR), and thermal degradation via the Thermogravimetric analysis (TGA), of the bamboo lignin and of the cellulose 
nanofibers were also carried out. Results revealed that the percentage yields of the bamboo lignin and bamboo nanofiber were 21.91 
wt% and 33.6 wt% respectively. The SEM and TEM investigations indicated the prepared nanofibers were rod-like in morphology, having 
sizes ranging from 20 to 100 nm. FTIR showed that the lignin extracted from bamboo typified G-S type lignin while the nanofibers are 
completely devoid of lignin. TGA revealed that the lignin was more thermally stable than the nanofiber under the test conditions. The 
obtained lignin and cellulose nanofibers showed promise for possible application as reinforcement agents in biodegradable 
nanocomposite film preparation. 
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1. Introduction 
Cellulose and lignin are natural organic polymers found mainly 

in plants. Cellulose is the most widely available biopolymer having 
straight chain of D-glucose units, which are linked together via the 
bonds of β(1 → 4)-glycosides (Vazquez et al., 2013). It is a 
fundamental structural constituent of plants’ primary cell wall, 
and of some species of algae, as well as of the oomycetes. It is also 
known that some species of bacteria also secrete cellulose for the 
formation of biofilms (Brethauer et al., 2020; Beloin et al., 2008). 
In contrast, lignin is a polymeric natural product resulting from 
trans-coniferyl alcohol, trans-sinapyl alcohol and trans p-
coumaryl alcohol polymerization (Harman-Ware et al., 2017). 
Lignin is a complicated compound that is generally obtained from 
wood, while it is also a plants’ secondary cell walls fundamental 

component, and that is also present in some algae (Börcsök et al., 
2020; Labeeuw et al., 2015; Lebo, et al., 2015; Martone, et al., 
2009). Since lignin and hemicellulose are covalently linked, lignin 
crosslinks diverse polysaccharides of plants, and by this, gives 
mechanical strength to the plant’s cell wall, which extend as 
structural strength to the whole plant actually (Jawerth et al., 
2020; Salmén et al., 2016; Gibson 2012; Chabannes et al., 2001). 

Cellulose and lignin have been extracted from many plants using 
several methods that have been reported by many authors (Dinh 
Vu et al., 2017; Radotić & Mićić 2016; Yong et al., 2012; Kaushik 
et al., 2010; Alemdar & Sain, 2008). These extractions, of both 
cellulose and lignin, have been put into many applications, several 
of which have also been detailed in the literature (Gopakumar et 
al., 2018; Atanda, 2015; Zakikhani et al., 2014; Bao et al., 2011). 
For instance, fibers obtained from these extractions can be in 
micro or nano form. Currently, the nano form is favored owing to 
the exceptional effect such as the outstanding mechanical 
properties that could be obtained from only a little content of the 
nanofiller. A variety of methods have also been employed for 
preparing and extracting nanofibers of high purity from cellulosic 
materials (Shahi et al., 2020; Phanthong et al., 2018; Menon et al., 
2017; Xiao et al., 2015; Lu et al., 2013; Saito et al., 2009; Paakko 
et al., 2007; Elazzouzi-Hafraoui et al., 2008; Alemdar & Sain 2008). 

Bambusa vulgaris schrad (B. vulgaris: bamboo) is a naturally 
occurring biomass, which grows plentifully in most of the sub-
tropical countries. Also, that B. vulgaris contains cellulose fibers 
imbedded in a lignin matrix makes it to be regarded as a 
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composite material. This composite material exhibits many 
advantages, which among others includes strength, durability, 
light weight, stiffness, and biodegradability, and by these, B. 
vulgaris has found applications, from time memorial, in many 
sectors (Rahim et al., 2018; Atanda, 2015; Zakikhani et al., 2014; 
Atanda, 2015; Bao et al., 2011). Although B. vulgaris (bamboo) is 
readily available in Nigeria, it is highly underutilized (Atanda, 
2015), and it has not been extensively studied as a source of 
nanofibers (Saniwan, et al., 2012; John et al., 2007; Chakraborty 
et al., 2006). Hence, the focus of this study is on the application of 
bamboo for preparing and characterizing nanofibers and lignin. 
 
2. Materials and Methods 

Materials 
Sample materials and chemicals 
Collections of the stems of B. vulgaris (bamboo) were from the 

banks of River Gurara at Izom, Niger State, Nigeria. These B. 
vulgaris stems were identified and authenticated at the 
herbarium of National Institute for Pharmaceutical Research and 
Development (NIPRD), Idu, Abuja, Nigeria, where a voucher of No 
NIPRD/H/6793 had been dropped for future reference. Purchased 
from reputable chemical stores for the study include analytical 
grades of C2H5COH, H2SO4 and H2O2 (from BDH Chemicals®, 
England), NaOH (from Kermel®, China), and HCl (from Griffin and 
George®, England). 

 
Equipment 
The equipment employed in this study are: Oven (Gallenkamp® 

Size 2, 11526E), Autoclave (Patterson Scientific®, Prestige 2100), 
Digital Weighing Balance (Ohaus Cooperation®, China, Scout Pro 
SPU601), pH meter (Hanna®, pH 212), Thermogravimetric 
analyzer (Perkin Elmer® STA 6000), Transmission Electron 
Microscope (Zeiss Auriga® HRTEM), Scanning Electron 
Microscope (Zeiss Auriga® HRSEM), Fourier Transform Infrared 
(Perkin Elmer®, UK, Frontier FT-IR), Ultra Sonicator (Scientz®, 
China, SB25-12DT), Zetasizer (Malven®, USA,  Nano-S series). 

 
B. vulgaris Fiber and Lignin Preparation 
The extraction of lignin from B. vulgaris followed the method 

that had been detailed in the research works reported by Yong et 
al. (2012), Kaushik et al. (2010) and Alemdar & Sain (2008). By 
these, stalks of B. vulgaris were sun-dried before being chopped 
to smaller pieces. This was followed by grinding the chopped 
pieces and subsequent screening to a mesh fraction of 40–60 µm. 
From this ground stalk of B. vulgaris, 20 g was soaked in 4% w/w 
NaOH, for 24 h at room temperature, after which it was filtered 
and washed with distilled water until the complete elimination of 
the alkali. Further filtration was carried out for the second time 
before treatment with 10% w/w NaOH for 4 h in an autoclave 
maintained at 121 °C. Rewashing of the material with distilled 
water and subsequent filtration then followed.  The filtrate was 
then acidified with H2SO4 to pH = 2 for the precipitation of lignin. 
The precipitated lignin were then filtered out of the mixture, 
separated and was then washed severally with water before being 
dried in an oven set at 40 °C. The supernatant ensuing from the 

alkali treatment was bleached, at room temperature, in 8 % v/v 
H2O2 for 24 h to obtain B. vulgaris fiber, which was washed and 
filtered over and over again, just like before, for obtaining the 
fiber material from the plant, for further use. 

 
Preparation of Nanofiber from B. vulgaris Fiber 
Preparation of nanofiber from B. vulgaris fibers was done 

through acid hydrolysis usage (Saniwan et al., 2012 Kaushik et al., 
2010). The B. vulgaris fibers were steeped in 10 %w/w HCl with 
applied ultrasonic agitation, by an ultrasonicator (SB25-12DT, 
Scientz®, China), for 2 h and at 60 °C. Final washing of the sample 
material then followed, before the homogenization of the same 
for 15 min in a Heidolph® DIAX 900 (USA) high shear homogenizer 
instrument for obtaining B. vulgaris nanofibers. 

 
B. vulgaris Nanofiber and B. vulgaris Lignin Characterizations 
Percentage yield analyses 
The determinations of B. vulgaris nanofiber and B. vulgaris lignin 

yields were obtained from the dry weight of the sample material 
that was isolated based on the initial dry weight of grinded B. 
vulgaris. 

 
Nanofiber Particle Size Analyses 
Investigation of B. vulgaris nanofiber particle sizes in solution 

employed use of dynamic light scattering (DLS) by the Zetasizer 
Nano-S series instrument from Malven®, USA, at 173° angle of 
light scattering, 25°C operating temperature, and 120 sec 
equilibrating time. For carrying out the particle size analysis, 1 mg 
of the sample material was dispersed in 10 ml C2H5OH before 
being transferred, using a syringe having 0.22 μm filter coupled to 
it, into a polystyrene cuvette. This was then placed into in the 
analysis stage of the Zetasizer equipment for analyzing the B. 
vulgaris nanofiber particle sizes. 

 
Spectra Analyses 
Spectra analyses of the B. vulgaris nanofiber and B. vulgaris 

lignin were carried out using the Frontier FT-IR, Perkin Elma® (UK) 
machine, by KBr disc, with spectra range between 4000 and 400 
cm-1. This was used for assessing the changes in the chemical 
structure of the polymer, which could have taken place due to 
modification. 

 
Thermal Behavior Analyses 
The B. vulgaris nanofiber and B. vulgaris lignin thermal 

behaviors were studied using the STA 6000 model of 
Thermogravimetric analyzer (from Perkin Elmer®). 

 
Morphological Analyses 
Morphological investigations of the B. vulgaris nanofiber were 

done via use of the HRSEM model of Scanning Electron 
Microscopy (SEM) instrument (from Zeiss Auriga®) at a voltage of 
15 kV. The samples for the SEM analyses were mounted on the 
stub having two-sided adhesive tape having a thin layer of gold 
for its coating (Okeniyi et al., 2018; Okeniyi et al., 2017a; Okeniyi 
et al., 2017b), for the non-conducting B. vulgaris nanofibers being 

https://www.sciencedirect.com/topics/engineering/composite-materials
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investigated. A 350 times the original size were then used as the 
magnification for taking the images by the SEM equipment, as 
detailed in Kampeerapappun et al. (2007). 

 
Transmission Electron Microscopy (TEM) 
High resolution Transmission electron microscopy (HRTEM) 

measurements employed the use of the Zeiss Auriga® HRTEM 
instrument at 100kV. Samples of B. vulgaris nanofiber were 
diluted in distilled water at the ratio of 1 part B. vulgaris nanofiber 
to 20 parts distilled water. Copper grids, at 300-mesh grid sizes, 
were then dipped in the diluted B. vulgaris nanofiber solutions 
before the grids are dried at ambient temperature. The TEM 
images of the B. vulgaris nanofiber samples were then taken with 
the microscope. For these, high magnifications at 30,000 and 
85,000 times the original sample size were then employed for 
taking images of the B. vulgaris nanofiber samples (Ochigbo et al., 
2012; Kampeerapappun et al., 2007). 
 
4. Discussion 

Percentage Yields of B. vulgaris Nanofiber and Lignin 
The images of B. vulgaris nanofiber and B. vulgaris lignin are 

presented in Figure 1. The respective percentage yields of these 
materials are 33.6% and 21.91%, respectively.  

 

Figure 1. Post-processing images of (a) B. vulgaris lignin, and (b) 
B. vulgaris nanofiber. 

 
B. vulgaris Nanofiber Size Distribution 
The particle size distribution, of the B. vulgaris nanofiber sample 

studied, is presented in Figure 2.  

 
Figure 2. B. vulgaris nanofiber particle size distribution. 

 
From Figure 2, the particle size distribution showed that B. 

vulgaris nanofiber had two granulometric distributions with the 
peak of the first at 30 nm, while the peak of the second is at 70 
nm. Also, it could be observed that range of the prepared 
nanofiber sizes is from 20 nm to 100 nm, which indicates the 
fibers prepared in the present study are in the nano-sized scale. 

By this, therefore, the fibers could be suitable for use as fillers in 
the production of nanocomposite films. 

 
Micrographs of the Prepared B. vulgaris Nanofiber 
The micrographs, obtained from the SEM and TEM instruments, 

of the prepared B. vulgaris nanofiber, are shown in Figure 3. From 
Figure 3a, the SEM depicted the prepared B. vulgaris nanofibers 
as rod-like, whereas the micrograph from the TEM instrument, 
Figure 3b, indicated the prepared nanofibers ranged from 20 nm 
to 100 nm in size. These results from the TEM equipment confirm 
the B. vulgaris particle size distribution from Figure 2 that had 
been obtained using another instrument, i.e. the Zetasizer Nano-
S series. From Figure 3b, it could also be deduced that the 
amorphous regions of the nanofiber were transversely cleaved by 
exposure to hydrochloric acid hydrolysis, thereby reducing the 
fibers sizes from microns to nanometers (Yong et al., 2012; Azazi-
Samir et al., 2005). The result obtained herein exhibited 
agreement that from Liu et al. (2010), from which the size ranging 
between 50 nm and 100 nm cellulose nanocrystals were produced 
from the treatment of strands from bamboo by HNO3-KClO3 that 
was followed by acid hydrolysis. In another related study, 
Krishnan & Ramesh (2013) also reported particle width range 
from 30 nm to 90 nm for nanofibers obtained from coconut coir 
fibers, which is just as Zhang et al. (2007) obtained spherically 
shaped cellulose nanoparticle materials. The difference in shape 
of the various nanofibers obtained could be ascribed to the type 
of treatment used. By the morphological results in the present 
case, the B. vulgaris nanofibers, so prepared, are found 
appropriate as fillers in the productions of starch nanocomposite 
films.  

 

 
Figure 3. Micrographs of the prepared B. vulgaris nanofiber (a) 

SEM (b) TEM. 
 
FTIR Spectra of B. vulgaris Lignin and B. vulgaris Nanofiber 
The FTIR spectra from the B. vulgaris lignin and the B. vulgaris 

nanofiber are presented in Figure 4. The functional groups 
distribution proposed for assignments at adsorbed frequencies 
resulting from the FTIR spectra are presented in Table 1 (Okeniyi 
et al., 2019; Okeniyi & Popoola, 2017; Okeniyi et al., 2017c; 
Okeniyi et al., 2016; Coates, 2000).  
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Figure 4. FTIR Spectra of (a) B. vulgaris lignin and (b) B. vulgaris 

nanofiber. 
 

Table 1.  Assignments of FTIR Spectra Frequencies from B. 
vulgaris lignin and B. vulgaris nanofiber. 

B. vulgaris 
Lignin 
Frequency 
(cm-1) 

B. vulgaris 
Nanofiber  
Frequency  
(cm-1) 

Chemical Groups Assignment 

3364 3335 aliphatic and aromatic O–H stretch 
2922, 
2167 

2899 saturated aliphatic C–H stretch 

1648 1639 carbonyl stretch (conjugated 
ketone) 

1597, 
1506, 
1461 

- Aromatic C=C–C rings stretching 
and bending vibrations 

1422 1428 C–H in-plane bend deformation 

- 1368 O–H bend induced by groups of 
phenol  

1328 1316 C–O breathing of Syringyl ring 

1242 - C–O breathing of Guaiacyl ring  

1159 1160, 1105 C–O stretch vibration of 
alkyl/cyclic ethers  

896, 834 897 C–H ring deformation from di-
substituted aryl groups 

- 709, 666 O–H out-of-plane bending 
vibration 

From the presented results in Table 1, the following 
characteristic absorption bands derived from the FTIR spectrum 
of B. vulgaris lignin include the absorption band at 3364 cm-1 that 
is attributed to the stretching vibration of O–H in aliphatic OH and 
aromatic groups, while the bands in the proximities of 2922 cm-1 
and of 2167 cm-1 respectively corresponds to saturated aliphatic 
CH2’s asymmetrical and symmetrical stretching bands. The 1648 
cm-1 absorption band is allocated to the stretching of conjugated 

carbonyl groups. Absorption bands at 1422 cm-1, 1506 cm-1 and 

1597 cm-1 are attributed to the skeleton vibration of aromatic 
groups in the B. vulgaris lignin. The 1461 cm-1 absorption 
frequency illustrates aromatic ring vibration and C–H 
deformations, while the adsorption at 1242 cm-1 frequency 
follows from guaiacyl (G) ring breathing with C–O. 

 
In the B. vulgaris nanofiber, the 1368 cm-1 absorption frequency 

corresponds to O–H groups of free phenolic compounds. The 
absorptions at 1316 cm-1 from the B. vulgaris nanofiber spectra 
and at 1328 cm-1 by the B. vulgaris lignin spectra indicate syringyl 
(S) ring breathing with C-O. The adsorbed frequencies at 896 cm-

1 and 1159 cm-1 are respectively attributed to C–O deformation 
and ether stretching. Finally, the adsorption at 834 cm-1 
corresponds to ring vibrations and C–H deformation. 

 
The distributions of functional groups for B. vulgaris lignin, in 

this study, conform to the result reported in literature for Kraft 
and Klason lignin extracted from pine and wood (Faix, 1991; 
Zheng-Jun et al., 2012b; Ghatak, 2008; Li, 2011; Ibrahim et al., 
2006). In more specific terms, in the system of lignin infrared 
spectra classified by Faix (1991), the extracted B. vulgaris lignin 
was typically of the G-S type of lignin owing to the consideration 
that the absorption at 1463 cm−1 is of a lower intensity than the 
band at 1508 cm−1, in that study. Also, the peak of absorption 
frequency obtained in that study at 1248 cm−1 is of a stronger 
intensity than the peak that was obtained at 1325 cm−1, by Faix 
(1991). 

 
The spectrum of FTIR obtained from B. vulgaris nanofiber 

compares well with that of B. vulgaris lignin, with the contrast 
that the absorption bands at 1506 cm-1 and 1597 cm-1, which 
correspond to aryl ring of C=C–C stretching from the lignin, are 
absent. The non-availability of these peaks in B. vulgaris nanofiber 
is attributed to lignin elimination as a result of further acid 
hydrolysis in B. vulgaris nanofiber preparation process. Also, the 
peak at 1242 cm-1 is also absent in the B. vulgaris nanofiber, which 
illustrates the effective elimination of hemicelluloses, lignin and 
pectin in the process of the B. vulgaris nanofiber preparation. 

 
Thermal Behaviors of B. vulgaris Lignin and B. vulgaris 
Nanofiber 
Presented in Figure 5 are the thermal behaviors of B. vulgaris 

lignin and B. vulgaris nanofiber, while the essential parameters of 
degradation data from the thermal characterizations are plotted 
in Figure 6. 
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(a) 

 

 
(b) 

Figure 5. TGA thermograms: (a) B. vulgaris lignin; (b) B. vulgaris 
nanofiber. 

 

 
(a) 

 

 
(b) 

Figure 6. Plots of TGA degradation parameters from B. vulgaris 
lignin and B. vulgaris nanofiber thermal behavior (a) 

Temperature data (b) post TGA residue. 
 

From Figure 5, it could be noted that three degradation stages 
occurred in lignin. The evolution of moisture content of the lignin 
sample was indicated by the initial weight loss that occurred at 
the temperature of about 96 °C. The evolution of products that 
are of low molecular weight such as CO2, CO and CH4 occurred at 
154 °C and this is termed onset degradation (Visakh et al., 2012a; 
LeVan, 1989). The peak degradation and end degradation 
occurred at 295 °C and 488 °C respectively with solid residue of 
about 29.45%. At temperatures above 500 °C, denoting the third 
stage, weight loss was no more obvious due to the condensation 
reactions of aromatic rings that often occur concurrently with 
decomposition reactions, at this stage, (Zheng-Jun et al., 2012; 
Visakh et al., 2012a; LeVan, 1989). These observed thermal 
behaviors by B. vulgaris lignin in the present study exhibit 
similarity with that obtained from reported research works, 
carried out on other biological materials, by other authors 
including Shi et al. (2012), Sumin et al. (2012), and Li (2011). 

 
Alternatively, the TGA plotting of the B. vulgaris nanofiber 

sample occurred in two degradation stages, during the pyrolytic 
degradation process. From this, an onset degradation 
temperature occurred at around 200 °C, which was higher than 
the onset degradation temperature of lignin. In the 2nd 
degradation stage, a sharp decomposition was observed with the 
peak temperature of decomposition and of end degradation 
occurring at 328 °C and 500 °C, respectively. Severe weight loss 
also occurred such that only about 12.2% remained from the 
initial sample of B. vulgaris nanofiber. The lower percentage of 
residue that was observed in the B. vulgaris nanofiber, in 
comparison to that of the B. vulgaris lignin, could be ascribed to 
the non-availability of mineral substances, generally oxides, in the 
B. vulgaris nanofiber. The thermogravimetric degradation 
behavior, detailed in the present work from B. vulgaris nanofiber, 
exhibits similarity to results obtained by Visakh et al. (2012b) and 
LeVan (1989). 

 
Based on the foregoing consideration, it could be inferred that 

B. vulgaris lignin exhibits more thermal stability than the B. 
vulgaris nanofiber, under the condition at which the 
measurements in the study were carried out. This is in spite of the 
fact that the degradation occurring from B. vulgaris lignin began 
at lower temperature than the degradation from the B. vulgaris 
nanofiber. 

 
5. Conclusion 

Lignin and nanofibers were successfully extracted and prepared 
from B. vulgaris (bamboo). The morphology of the prepared B. 
vulgaris nanofibers were revealed, by SEM and TEM analyses, to 
be rod-shaped having sizes that range from 20 to 100 nm. FTIR 
showed that the lignin extracted from B. vulgaris is G-S lignin type 
while the B. vulgaris nanofibers are mostly devoid of lignin. TGA 
showed that the B. vulgaris lignin was more thermally stable than 
that of the B. vulgaris nanofiber under the condition that they 
were measured. 
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Abstract: Orthoptera plays an important role in maintaining the ecosystem and is diversely distributed, with over 29,100 described species 
worldwide. Bukit Ulu Piah, Tambun, or Perak have ever reported no such description. This study was conducted to identify the diversity 
of Orthoptera and provide the first Orthoptera species checklist of the area. Net-sweeping sampling was conducted from January to April 
2022 (S1, S2, S3, and S4), between 0900 and 1700. The species abundance data were analyzed using PAST software to determine the 
Shannon diversity index (H'), Margalef index (Dmg), and Evenness index (E). A total of 508 specimens from six families—Acrididae, 
Pyrogomorphidae, Chorotypidae, Tetrigidae, Gryllidae, and Tettigoniidae—were successfully recorded, with Acrididae showing the 
highest percentage value of 39.5% (15 species). Species composition comprised 38 species in 32 genera within two suborders: Caelifera 
(21 species) and Ensifera (17 species). Melanoplus sp. was the most common and abundant species, with 59 individuals (11.6% of total 
specimens). Orthoptera diversity in Bukit Ulu Piah, Tambun recorded high diversity (H'= 3.037), high species richness (Dmg = 5.939), and 
uniform species evenness (E = 0.5487). There was no significant difference (F = 0.4316, df=3, p > 0.05) in the abundance of Orthoptera 
across the sampling area, though this study was conducted over a short period. While this checklist provides preliminary information on 
Orthoptera in this area, a more extensive study should be conducted for a better assessment of its ecological status. 
 
Keywords: Diversity, Orthoptera, ecosystem, species richness, Bukit Ulu Piah. 

 
1. Introduction 

Orthoptera are insects that have existed since 300 million years 
ago, during the Carboniferous period (Siedle et al. 2016). To date, 
it is estimated that over 29,100 species have been identified 
worldwide, covering all terrestrial ecosystems except the 
Antarctic continent (Cigliano et al. 2021; Ingrisch & Rentz 2009; 
Tan & Kamaruddin 2016a). The diversity of Orthoptera is high in 
tropical areas because it is the most favorable habitat for 
development and survival compared to other ecosystems 
(Sperber et al. 2021). As such, more than 2,000 Orthoptera 
species have been described from tropical Southeast Asia (Tan 

2017). Orthoptera is the sixth largest order, consisting of suborder 
Caelifera (grasshoppers) and Ensiferea (katydids and crickets) 
(Ingrisch & Rentz 2009). The length of the antennae and the 
position of the tympanum membrane on the body structure are 
morphological features that are frequently used in Orthoptera 
species identification and classification. Caelifera has short 
antennae (less than 30 segments), and the tympanum membrane 
(if present) is found in the first abdominal segment, whereas 
Ensifera has long antennae (more than 100 segments) that 
resemble hair, and the tympanum membrane (if present) is found 
in the front tibia (Song 2018). 

Orthoptera was first described in Malaysia in 1875 (Stål 1875), 
and studies in several localities in Peninsular Malaysia have 
resulted in the discovery of numerous new species such as 
Lichnofugia malaya (Tan & Ingrisch 2014), Hancockitettix 
humeratus (Storozhenko & Pushkar 2017), and Gryllotalpa permai 
(Tan & Kamaruddin 2016b). The more recent records of new 
species of Orthoptera include Cycloptiloides bimaculata (Tan et al. 
2021) and Varitrella (Cantotrella) suikes sp. nov (Tan et al. 2020) 
found in Borneo. Generally, the documentation of Orthoptera 
started long ago, though it remains incomplete. While various 
studies have been done to record the Orthoptera in Peninsular 
Malaysia, this has yet to be done in Bukit Ulu Piah, Tambun, Perak. 

The presence of Orthoptera is significant to vegetation as it 
signifies the ecosystem's health. The Orthoptera are important 
herbivores, becoming a nutritional food source for other 
predatory animals while also being predators of other smaller 
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insects (Tan & Kamaruddin 2016a). Due to their high sensitivity to 
ecological changes, Orthoptera can potentially serve as a 
biological indicator in an ecosystem (Fartmann et al. 2012). For 
example, Spathosternum prasifernum prasifernum is one of the 
Orthopteran species with bioindicator potential for pesticide use 
(Manna et al. 2020). The absence or extinction of Orthoptera 
species has been shown to disrupt the stability of the trophic layer 
structure in an ecosystem (Song 2018; Ngoute et al. 2020). Apart 
from that, Orthoptera possess economic significance as plant 
pests that invade from one area to another as a result of high 
population density (Song 2018). The locusts of the family 
Acrididae, for instance, were found in high abundance in land 
cleared for rice, as they feed on the initial growth of grasses. 
Nevertheless, the locusts are not considered significant rice pests 
with the appropriate management of the rice field (Le Gall et al. 
2019). 

Bukit Ulu Piah is a lowland secondary dipterocarp forest hill in 
the Kinta district, Perak. In early 1917, a tin mine was located on 
this forested hill (Khoo Salam & Abdur-Razak 2005). As the mining 
area was closed, most of the areas were converted into 
smallholder plantations and agricultural areas (Loh 2021). While 
this hill is nestled against a limestone landscape, most research 
activities have been focused on the limestone areas. This has led 
to limited information on the impact of forest clearing for 
agricultural purposes on the diversity of fauna communities in this 
area, including the Orthoptera. In order to address the knowledge 
gaps, this study is conducted with the objectives: 1) to provide a 
preliminary checklist of Orthoptera species found in Bukit Ulu 
Piah, and 2) to determine the diversity, richness, and abundance 
of Orthoptera in the area. This can provide an overview of the 
ecological status of each Orthopteran species in the area. This 
preliminary information can be considered the first step toward 
conserving and preserving the national ecosystem by 2025, fitting 
with the goals of the Malaysian National Biodiversity Policy. 
 
2. Experimental Methods   

Sampling Site 
Samples were collected at Bukit Ulu Piah, Tambun, Perak. Bukit 

Ulu Piah is a lowland, secondary dipterocarp forest in the Kinta 
district, Perak, situated at 4° 35' 59" N, 101° 09' 59" E. The highest 
peak of Bukit Ulu Piah stands at an altitude of 175m above sea 
level. The sampling site comprised vegetated areas, including 
grasslands, fenced plants, understory vegetation in palm oil tree 
areas, and slopes covered with shrubs, saplings, tall trees and 
grass on both sides of the vehicle path to the hill summit. 

 
Sampling Method 
Sampling was conducted over four consecutive months: January 

(S1), February (S2), March (S3), and April (S4) at random times 
between 0900 and 1700 on each sampling occasion. Each 
sampling period consisted of two consecutive days during the 
second week of each month. Active sampling was performed 
opportunistically by walking along roads and trails of the hill 
forest (Tan & Kamaruddin 2016b). The sampling involved 
opportunistic collections through visual observation of plants, 

fallen trees, leaf litter, and sweeping vegetation using a sweep net 
measuring 30 cm in length and 25 cm in width. 

 
Laboratory work 
All collected specimens were placed in killing bottles containing 

ethyl acetate vapor to eliminate the insects. The specimens were 
subsequently preserved and identified before storage in insect 
boxes. A size-3 insect pin was used to pin Orthoptera specimens 
through the right side of their pronotum. When pinning 
grasshopper specimens, the hind wings were stretched to display 
their distinctive color and wing veining (Triplehorn & Johnson, 
2005). Following the pinning procedure, specimens were oven-
dried for preservation (Mohamad Salleh 1983). The preserved 
specimens were then labeled with collection date, location, and 
collector's name. Specimen identification was conducted 
primarily by morphospecies using references such as Triplehorn 
and Johnson (2005), Tan and Kamaruddin (2014, 2016a), Siedle et 
al. (2016), and Tan (2017). For identification and classification, 
applications like Picture Insect—Insect ID Pro and websites 
including Orthoptera Species File Version 19 5.0, Malaysia 
Biodiversity Information System (MyBIS), and The Biodiversity of 
Singapore were utilized. 

 
Data Analysis 
Species abundance refers to the high number of individuals in a 

species in comparison to other species. A large number of 
individuals obtained in the field makes the species dominant. 
Common species is referred to as the frequency of a species found 
relative to the number of samplings done at the study location 
and overall. Therefore, the identified common species have the 
potential to become abundant, and abundant species are also 
known as dominant species. One-way ANOVA was conducted to 
test significant differences in the abundance of Orthoptera in 
different sampling occasions.  Shannon's Diversity Index (H'), 
Margalef's Index (Dmg), and Shannon’s Species Evenness Index (E) 
were used to calculate diversity, species richness, and species 
evenness, respectively. T-test was conducted as a post-hoc test to 
determine the significant differences between the diversity value 
of each sampling occasion. Accumulation curves were generated 
using the Chao-1 richness estimator (Chao et al. 2020). All 
statistical analyses were conducted using PAST v4.04 (Hammer & 
Harper 2001).  

 
3. Results and Discussion 

Samplings of Orthoptera were conducted in Bukit Ulu Piah 
Tambun, Piah, to identify the diversity and abundance of 
Orthoptera based on samplings in January (S1), February (S2), 
March (S3), and April (S4). All sampling occasions recorded a total 
of 508 individuals representing six families and 38 species (Table 
1). Out of the 38 species, 21 species are represented by four 
families (Acrididae, Pyrogomorphidae, Chorotypidae, and 
Tetrigidae) in suborder Caelifera, while the other 17 species are 
represented by two families (Gryllidae and Tettigoniidae) in 
suborder Ensifera. The Acrididae and Tettigoniidae are the most 
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speciose groups, respectively, with Melanoplus sp. (Acrididae) 
identified as the most common and abundant species in Bukit Ulu 
Piah, with 59 individuals recorded in the four months of sampling. 

The overall orthopteran diversity in Bukit Ulu Piah is H'= 3.037, 
while S2 has the highest diversity (H'= 2.900) of Orthoptera 
compared to S3 (H'= 2.763), S1 (H'= 2.665), and S4 (H'= 2.608). 
The difference among groups calculated showed no significant 
difference (F = 0.4316, df=3, p > 0.05). However, the post-hoc t-
test on H' value shows a significant difference between S1 and S2 
(t= 2.314, df=1, p < 0.05) and between S2 and S4 (t= 2.743, df=1, 
p < 0.05). Species richness is highest in S2 (Dmg = 5.538), followed 
by S3 (Dmg = 4.684), S4 (Dmg = 4.662), and S1 (Dmg = 4.372). The 
species evenness index (E= 0.5487) almost approaches unity 1.0, 

indicating nearly uniform species evenness. Chao-1 estimated 23 
species for S1, 31 species for S2, and 35 species for S3 and S4. The 
estimated richness is very close to the observed richness (Table 
2). 

The accumulation of samples is shown on species-based 
rarefaction curves over the species richness for the entire 
sampling of Orthoptera at Bukit Ulu Piah, Tambun, Perak. The 
graph showed that sampling at these areas has approached but 
not reached the asymptote (Figure 2). This indicates that four 
sampling occasions are still insufficient to describe the entire 
diversity of Orthoptera in Bukit Ulu Piah, Tambun, Perak. 

 

Table 1. Preliminary checklist and abundance of Orthoptera in Bukit Ulu Piah, Tambun, Perak collected from January 2022 (S1) to April 
2022 (S4) 

Suborder and Family Species S1 S2 S3 S4 

Suborder Caelifera 
Acrididae 

Acrida conica  
(Fabricius, 1781) 

0 2 1 3 

 
Apalacris varicornis  
Walker, 1870 

0 4 1 1 

 
Gesonula mundata 
(Walker, 1870) 

0 1 0 0 

 Melanoplus sp. 13 13 29 4 

 
Oxya intricata  
(Stål, 1861) 

2 0 0 0 

 
Phlaeoba antennata  
Brunner von Wattenwyl, 1893 

9 7 5 18 

 
Phlaeoba antennata malayensis 
Bolívar, 1914 

0 4 4 0 

 
Phlaeoba infumata  
Brunner von Wattenwyl, 1893 

11 12 15 18 

 Phlaeoba sp. 12 11 14 0 

 
Pseudoxya diminuta  
(Walker, 1817) 

10 17 18 3 

 
Pternoscirta caliginosa 
(Haan, 1842) 

2 0 1 0 

 
Stenocatantops splendens (Thunberg, 
1815) 

0 0 0 1 

 
Trilophidia annulata (Thunberg, 
1815) 

3 4 1 3 

 
Valanga nigricornis (Burmeister, 
1838) 

1 2 3 1 

 
Xenocatantops humilis (Serville, 
1838) 

0 3 3 0 

Pyrogomorphidae 
Atractomorpha cf. psittacina (Haan, 
1842) 

0 4 6 16 

 
Tagasta marginella  
(Thunberg, 1815) 

6 16 15 3 

Chorotypidae Erianthus sp. 0 0 0 1 

Tetrigidae Bolivaritettix sp. 0 1 2 0 
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 Coptotettix sp 2 0 1 0 

 Macromotettix sp 1 1 0 1 

Suborder Ensifera 
Gryllidae 

Euscyrtus (Osus) concinnus (Haan, 
1844) 

0 2 0 2 

 
Loxoblemmus parabolicus Saussure, 
1877 

2 1 0 12 

 
Nisitrus vittatus  
(Haan, 1844) 

1 2 1 1 

 
Patiscus cf. brevipennis Chopard, 
1969 

0 0 1 0 

 
Teleogryllus (Teleogryllus) albipalpus 
He, 2018 

0 1 0 1 

 
Velarifictorus (Velarifictorus) micado 
(Saussure, 1877) 

0 2 4 1 

 
Velarifictorus (Velarifictorus) 
aspersus (Walker, 1869) 

1 2 4 0 

Tettigoniidae 
Cesasundana lorniensis  
Tan, 2014 

0 0 3 10 

 
Conocephalus (Anisoptera) maculatus 
(Le Guillou, 1841) 

9 9 14 5 

 
Conocephalus (Anisoptera) melaenus 
(Haan, 1843) 

0 0 4 1 

 Euconocephalus sp. 0 1 9 4 

 
Hexacentrus unicolor  
Serville, 1831 

2 1 9 2 

 
Mecopoda elongata  
(Linnaeus, 1758) 

1 0 0 0 

 
Phaneroptera brevis  
Serville, 1838 

2 0 0 0 

 
Phaneroptera falcata 
(Poda, 1761) 

0 5 0 0 

 
Phaulula macilenta 
Ichikawa, 2004 

1 2 0 0 

 
Ruspolia lineosa  
(Walker, 1869) 

6 1 0 0 

 Sub-Total 97 131 168 112 

 TOTAL 508 

 
Figure 1. Species composition according to samplings months. 

 
Table 2. Species diversity indices of the orthoptera based on four 

sampling occasions from January 2022 (S1) to April 2022 (S4) 

 S1 S2 S3 S4 

Taxa  21 28 25 23 

Individuals  97 131 168 112 

Margalef, Dmg  4.372 5.538 4.684 4.662 

Shannon, H’ 2.665* 2.900* 2.763 2.608* 

Evenness 0.6843 0.6494 0.6340 0.5902 

Chao-1 23 31 35 35 
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*Significant differences shown between S1 and S2, S2 and S4 at 
P<0.05) 

 

 
Figure 2. Rarefaction-based accumulation curve indicating the 

number of species relative to the number of individuals captured 
throughout the study. 

 
Discussion 
Orthoptera is a diverse order with a worldwide distribution. 

Suborder Caelifera was found in higher abundance than Ensifera, 
as Caelifera is biologically active during the day, which fits with 
the sampling period of this study. The active period of 
grasshoppers starts when the sun rises to enhance their 
metabolism and boost their foraging and sexual searching 
activities (Kistner & Belovsky 2017). Therefore, the Caelifera 
forages for food by locating suitable plant hosts during hot and 
sunny days. On the other hand, the ensiferans are primarily 
nocturnal, copulating and foraging during the night (Tan 2019). As 
the sampling conducted was limited to daytime, a low number of 
Ensifera were collected in Bukit Ulu Piah, Tambun, and Perak. 
Future studies should consider collecting the samples both day 
and night to account for diurnally and nocturnally active species. 

Acrididae have been recorded as the most abundant family in 
Bukit Ulu Piah, dominated by Melanoplus sp., a generalist feeder 
with high habitat adaptability (Schmitz et al. 2015). Other studies 
have also reported a large species composition of Acrididae, with 
8000 identified species belonging to 1500 genera and 25 
subfamilies in the world (Shah et al. 2018). The majority of 
Acrididae are herbivorous and feed on different types of plants 
depending on hunger levels and dampness of food sources, 
though most of the grasshoppers have host preferences (Song et 
al. 2018). Bukit Ulu Piah was also observed to have a diversity of 
plant species as an ideal food source for the Acrididae, amplifying 
its abundance and diversity, as also shown in Threllfall et al. 
(2017). 

The Shannon Diversity Index (H’) of Orthoptera in Bukit Ulu Piah 
is shown to vary between sampling months (S1, S2, S3, and S4). 
This is due to the fluctuating number of species each month with 
regard to its growth cycle and breeding phase, which is also 
influenced by the egg-hatching period of the Orthoptera (Zergoun 
et al. 2018). The overall diversity index of Orthoptera in Bukit Ulu 

Piah is H’= 3.037. However, there is no comparable value, as the 
diversity data of Orthoptera in Malaysia is dispersed through 
many different sampling methods and measurements. A 
standardized monitoring practice for Orthoptera will be much 
needed for a better status analysis of this order in the region. 

Nevertheless, a comparison can be made based on the number 
of families. The number of Orthoptera families sampled in Bukit 
Ulu Piah, Tambun, was lowest when compared with Bukit Larut, 
Perak (10 families) (Tan & Kamaruddin 2016a) and Bukit Fraser, 
Pahang (10 families) (Tan & Kamaruddin 2014). Four families 
recorded in Bukit Larut and Bukit Fraser were not found in Bukit 
Ulu Piah. The four absent families in Bukit Ulu Piah are 
Trigonopterygidae, Gryllacrididae, Gryllotalpidae, and 
Mogoplistidae. While this study was done in a short period with 
an accumulation curve that did not reach an asymptote, it is still 
important to note that the difference in the type of family found 
might also be caused by geographical variations and the type of 
habitats. Bukit Larut and Bukit Fraser are highlands with altitudes 
of more than 1000m above sea level, in comparison with Bukit Ulu 
Piah, a lowland dipterocarp forest with the highest altitude at only 
175m above sea level. Based on this information, it is 
hypothesized that Trigonopterygidae, Gryllacrididae, 
Gryllotalpidae, and Mogoplistidae have better adaptations to 
survive in higher altitudes, though this should be further explored. 
The absence of the four Orthopteran families may also be caused 
by the nature of Bukit Ulu Piah as a secondary forest, which has 
been disturbed by mining activities. 

The fluctuating pattern was also shown in the number of 
Orthoptera individuals, as it peaked in March 2022. The 
populations are known to be highly influenced by temperature, 
where they are more active in locomotion for foraging and 
breeding in higher temperatures. This coincides with March 2022 
being the drier season, with lower rain distribution following the 
final phase of the northeast monsoon. This occurred primarily in 
the northern region of Peninsular Malaysia, where Bukit Ulu Piah 
is located. The northern weather station in Chuping recorded a 
maximum temperature of 34–35 °C in March 2022 (Halid 2022). A 
study done by Prinster et al. (2020) also recorded an increased 
number of individuals during the summer or in July, which 
declined by September, indicating the pivotal role of temperature 
in determining the distribution of Orthoptera. This suggests that 
a more thorough study should be conducted to determine any 
significant correlation between Orthoptera and the abiotic factors 
of Bukit Ulu Piah. 

A species of significant importance, namely Valanga nigricornis 
(n=7), has been recorded in Bukit Ulu Piah. Apart from corn 
(Prakoso 2017) and sugarcane (Sarjan et al. 2023), this species has 
been reported to cause severe outbreaks in young oil palm, 
rubber, and cocoa in the 1980s (Oktafanda 2022). The nymph of 
V. nigricornis actively feeds in between leaf veins, while the adult 
feeds on all the leaves. While it has yet to be reported to cause 
severe infestation in recent years, it is crucial for monitoring to be 
done continuously in order to assess its status, especially when 
Bukit Ulu Piah is currently surrounded by multiple agricultural 
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plantations, including rubber, durian, as well as cash crops such 
as corn. 

 

4. Conclusion 
The diversity of Orthoptera at Bukit Ulu Piah, Tambun, Perak, 

resulted in 38 species dominated by the Suborder Celifera with a 
high number of Acrididae. The results suggested that a secondary 
forest such as Bukit Ulu Piah may still hold rich biodiversity 
despite the disturbance that occured. This study indicates that 
further intensive sampling needs to be carried out to account for 
Orthoptera of all ecological strata for a more accurate diversity 
measurement. In anticipation of growing agricultural areas in 
Bukit Ulu Piah, a continuous monitoring is also suggested to be 
done to determine the impact of such activities on the 
Orthopteran community. It is also important to note that the 
diversity of Orthoptera in Malaysia remains non-exhaustive, with 
more new records and species to discover. 
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A Comparative Study of Various Extraction Techniques for Extracting Antioxidant-Rich 
Phytoconstituents from Eryngium foetidum Leaves Using Spectrophotometric and HPLC 
Methods 
Shanthirasekaram Kokilananthan1a, Vajira P. Bulugahapitiya2b* Harshi Manawadu3ba and Chinthaka Sanath Gangabadage4b 
 

 

Abstract: Eryngium foetidum L. (Apiaceae) is known to possess numerous healthcare properties and has been utilized  in the traditional 
system of medicine for various health issues. However, scientific data on its phytochemistry and antioxidant properties is limited. 
Therefore, this study aimed to document the phytochemistry and antioxidant properties of leaves by employing different extraction 
techniques to obtain plant constituents. Sonication (EN1), Soxhlet (EN2), maceration (EN3), and maceration with heat (EN4) were used as 
the extraction techniques while water was used as the extracting solvent. HPLC method associated with a PDA detector was developed 
to compare the phytochemicals profile of E.foetidium under different extraction techniques. The antioxidant capacities and the content 
of saponins (SC), terpenoids (TC), flavonoids (TFC), tannins (TTC), alkaloids (AC), and polyphenolics (TPC) were determined 
spectrophotometrically. The extraction techniques EN2 and EN4 were identified  as yielding the highest overall results and giving a wide 
range of phytochemicals in the HPLC-PDA method. The quantitative analyses resulted in high SC, TTC, TC, and TPC in the EN4  (185.84±0.54 
mg SE/g, 36.99±0.64 mg TAE/g, 0.89±0.01 mM LE/g, and 37.37±0.65 mg GAE/g, respectively) and low in the EN1 extraction techniques. 
TFC levels in EN2 were high (11.84±0.14 mg QE/g), whereas it was low in EN3. Furthermore, AC was higher in the extraction method EN3 
(1.67±0.01 mg AE/g) and lower in the extraction technique EN2. The total antioxidant capacity was higher in the EN4 extract (47.17±0.20 
mg Trolox Eq/g) and lower in the EN1 extract. The lowest IC50 in the 2,2′-Diphenyl-1-Picrylhydrazyl (DPPH) assay was noted for EN3 extract 
(12.91±0.02 mg/mL) revealing the highest scavenging activity than the other extracts. Based on HPLC and spectrophotometric 
applications, maceration with heat (EN4) is recommended for efficiently extracting polyphenols and antioxidants from E. foetidum leaves. 
The application of heat would also improve the extraction efficiency of phytochemicals. 
 
Keywords: Antioxidants, extraction methods, Eryngium foetidum, HPLC analysis, phytochemicals, spectrophotometric analysis. 

 
1. Introduction 

Eryngium foetidum L. (Apiaceae), long coriander, is a biennial, 
pungently scented tropical plant that is also known as spiny 
coriander and Andu in Sinhala (Dalukdeniya & Rathnayaka, 2017; 
Dawilai, Muangnoi et al., 2013; Garcia et al., 1999; Okon et al., 
2013). E. foetidum is found in the Kingdom Plantae, Division 
Tracheophyta, Class Magnoliopsida, Order Apiales, Family 
Apiaceae, Genus Eryngium, and Species foetidum (Dalukdeniya & 
Rathnayaka, 2017). E. foetidum is utilized as a healthy food due to 
its high levels of vitamins, riboflavin, iron, calcium, carotene, and 
proteins. This plant is utilized in traditional medicine to cure a 
variety of illnesses, including malaria, hypertension, fevers, 
vomiting, chills, headaches, asthma, burns, earaches, snake bites, 
stomachaches, scorpion stings, diarrhea, epilepsy, and arthritis 
(Dawilai et al., 2013; Eyoum Bille & Nguepi, 2016; Promkum et al., 
2012). Because of its strong fragrance, its leaves are utilized as a 
flavoring in many dishes (Dawilai et al., 2013). E. foetidum is also 
used as a culinary spice and is frequently used in the fragrance 
and cosmetic industries (Okon et al., 2013). This plant has been 

shown to have anti-inflammatory, anthelmintic, anticonvulsant, 
analgesic, anticarcinogenic, anticlastogenic, antibacterial, and 
antidiabetic action due to the availability of important 
phytoconstituents, including alkaloids, polyphenolics, flavonoids, 
saponins, tannins, and terpenoids (Eyoum Bille & Nguepi, 2016; 
Promkum et al., 2012). Even though E. foetidum leaves contain 
important bioactive molecules, the quality and quantity of 
phytochemicals extracted depend on the solvents and extraction 
techniques employed (Anusha et al., 2013; Chandira & Jaykar, 
2013; Eyoum Bille & Nguepi, 2016; Lingaraju et al., 2016; Malik et 
al., 2016; Okon et al., 2013).  

The selection of a proper extraction technique is crucial due to 
the highly complex nature of phytochemical composition and the 
presence of trace amounts of some phytochemicals. (Cannel, 
1998). The extraction methods, namely, maceration, Soxhlet 
extraction, decoction, percolation, digestion, counter-current 
extraction, infusion, fermentation, ultrasound-assisted, 
supercritical fluid, microwave-assisted, distillation methods, etc., 
are widely used in the extraction of natural products (Abubakar & 
Haque, 2020; Devgun et al., 2010; Handa et al., 2008; Hanif et al., 
2019; Manousi et al., 2019; Mtewa et al., 2018; Pandey & Tripathi, 
2014; Stratakos & Koidis, 2016). The extraction method used 
determines the accuracy and precision of both quantitative and 
qualitative measurements of plant-based phytoconstituents, as 
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well as the stability of phytochemical components (Azwanida, 
2015; Li et al., 2007). Therefore, developing effective and targeted 
extraction and isolation processes for bioactive natural 
compounds is required. Chemical profiling using HPLC and 
phytochemical quantification through spectrophotometric 
methods must be accurate and efficient methods for comparing 
different extracts applying varying extraction techniques and 
selecting the best method to extract antioxidant-rich fractions 
from E. foetidum leaves. 

Now, the world’s current tendency is to develop healthy, value-
added products such as functional foods and nutraceuticals for 
the prevention of many non-communicable diseases. Therefore, 
the food industry and natural product researchers would benefit 
from the outcome of this study. Few research reports are 
available on the extraction of phytochemicals from E. foetidum 
leaves using water as the extracting solvent (Chandira & Jaykar, 
2013; Lingaraju et al., 2016; Malik et al., 2016). Therefore, the 
objective of the present study was to establish appropriate 
extraction techniques for extracting highly essential 
phytoconstituents such as flavonoids, alkaloids, tannins, 
saponins, terpenoids, polyphenolics, and antioxidant-rich 
fractions from E. foetidum leaves applying HPLC techniques and 
spectrometric methods and to fill the gap of research literature 
on E. foetidum.  

 
2. Materials and Methodology  

Plant Materials and Chemicals 
E. foetidum leaves were obtained in Tangalle, Matara, Sri Lanka 

(longitude 80.7856 ºE and latitude 6.0289 ºN). The specimen was 
authenticated and deposited (voucher No. AHEAD/DOR 05/C1) in 
the National Herbarium, Peradeniya, Sri Lanka. 

Absolute ethanol (EtOH), acetic anhydride, aluminum chloride 
anhydrous (AlCl3), ammonium hydroxide (NH4OH), aromocresol 
green (BCG), n-butanol, chloroform (CHCl3), copper acetate, 
copper sulfate (CuSO4), 2,2′-diphenyl-1-picrylhydrazyl (DPPH), 
dimethyl sulfoxide (DMSO), ferric chloride hexahydrate 
(FeCl3·6H2O), folin-Ciocalteu reagent (FC reagent),  glacial acetic 
acid (CH3COOH), gallic acid monohydrate, hydrochloric acid (HCl), 
lead acetate, linalool, magnesium ribbon (Mg), nitric acid (HNO3), 
phosphomolybdic acid, potassium hydroxide (KOH), pyridine, 
olive oil, sodium chloride (NaCl), sodium carbonate monohydrate 
(Na2CO3·H2O), sodium hydroxide (NaOH), sodium nitroprusside, 
sulfuric acid (H2SO4), tannic acid, trolox, and 2,4,6-tripyridyl-s-
triazine are classified as AR grade chemicals, benzene, diethyl 
ether, methanol, and hexane are come under GC grade chemicals 
and quercetin is comes under HPLC grade. All the chemicals were 
purchased from Merck and Sigma Aldrich. 

 
Phytochemical Extraction 
The collected leaves from E. foetidum were dried under shade in 

a ventilated room for about 24 hours to eliminate moisture from 
the surface of the washed leaves. A grinder (HL 7756 09) was then 
used to grind the sample. Four different extraction strategies 
were employed to select the best method: sonication (EN1, 1 hr, 
room temperature, 40 kHz), Soxhlet (EN2, 105 ºC, 6 hrs), 

maceration with agitation (EN3, room temperature, 6 hrs, 1000 
rpm), and maceration with agitation upon heating (EN4, 60 ºC, 6 
hrs, 1000 rpm) (Kokilananthan, Vajira, Gangabadage, & Harshi, 
2022). About 100.00 g of E. foetidum leaves and 500.0 mL of 
distilled water were utilized in all extraction techniques. To 
ensure the reproducibility of the extraction yields, all four 
extraction processes were tripled. Cotton plugs and Whatman 
(No. 1) filter paper was utilized to filter the extracts. At 50 °C, the 
filtrates were concentrated with a rotary evaporator (Model No: 
HS-2005S), and the moisture was removed with a freeze dryer 
(S/No: FD 2020062222, Model: FE-10-MR) (Mtewa et al., 2018). 
The crude powder obtained was stored at -30 ºC until further 
application. 

 
Samples Preparation for HPLC Applications  
Chemical profiling/ identification with analytical HPLC was used 

to compare all four aqueous extraction techniques mentioned in 
this study (Al-Rimawi et al., 2017; Al-Rimawi et al., 2018; 
Sathyanarayanan et al., 2017). Impurities like nonpolar 
compounds were removed by, re-extracting the E. foetidum leaf 
aqueous extracts with diethyl ether and dichloromethane 
(tripled). The water layers of the extracts were concentrated using 
a rotary vacuum evaporator and then subjected to freeze-drying. 
For the HPLC applications, 500 ppm solutions of all four of them 
were prepared. 

 
HPLC-PDA Application for Chemical Profiling of All Four 
Different Extracts  
HPLC analyses were performed with a SHIMADZU LC-20AP liquid 

chromatograph (Japan) with four solvent delivery system 
quaternary pumps (FCV-200AL), including a photodiode array 
detector (SPD-M40). The SHIMADZU LC was comprised of a 
degasser (DGU-10B), and the analytical line was especially 
interconnected with an autosampler (SIL-10AP), and column oven 
(CTO-20AC). All of these modules were linked to the 
communication bus module (CBM-20A), which was then linked to 
the computer system, which was running LabSolutions 
(SHIMADZU) software as a data processor. The compound 
identification was analyzed by analytical HPLC technique with the 
analytical column: Shim-pack GIST C18-AQ μm, 4.6 I.D.×150 mm. 
The analytical method was developed by changing the solvents’ 
polarity and flow rate. Ultra-pure distilled water and methanol 
were used as the solvents (a solvents system was developed with 
the help of TLC analysis). After the method was developed with 
several runs, samples were run with the developed method as 
follows:  

The autosampler injected about 10.0 μL of sample into the 
column. A gradient solvent system made of ultra-pure water and 
methanol was used to elute the samples through the column at a 
flow rate of 1 mL/min. Before injecting into the column, the 
solvent gradient was set to begin with pure water and end with 
pure methanol. The samples were monitored by the PDA director 
with wavelengths ranging from 190 to 800 nm at 35 ºC of column 
oven temperature.  
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Phytochemical Qualitative Analysis 
Using established techniques outlined in the literature 

(Abubakar & Haque, 2020; Gayathri & Kiruba, 2014; 
Kokilananthan et al., 2022b; Wadood et al., 2013), bioactive 
substances such as alkaloids, flavonoids, terpenoids, saponins, 

polyphenolics, tannins, glycosides, coumarin, anthocyanins, 
phytosterols, quinones, chalcones, and betacyanin were 
qualitatively tested in all aqueous extracts of E. foetidum leaves. 
Detailed procedures are shown in Table 1. 

 

 
Table 1: Qualitative tests for phytochemical screening 

Phyto- chemicals  Test method Procedure 
Observation for indicating a 
positive test 

Reference 

Alkaloids 

Mayer’s Test 
1.0 mL plant extract (1% HCl 
used for the extraction) + 1.0 mL 
Mayer’s reagent 

Creamy white or yellow 
precipitate 

(Banu & Cathrine, 
2015) 

Wagner’s Test 
1.0 mL plant extract (1% HCl 
used for the extraction) + 1.0 mL 
Wagner’s reagent 

A brown or reddish precipitate 

Dragendroff’s Test 
1.0 mL plant extract (1% HCl 
used for the extraction) + 1.0 mL 
Dragendroff’s reagent 

Reddish-brown or orange-red 
precipitate 

Glycosides 

Keller-kilani Test 

5.0 mL plant extract + 2.0 mL 
glacial acetic acid + 5% FeCl3 
solution (few drops) + 1.0 mL 
Con. H2SO4 

A brown ring at the interface 
or violet ring may emerge 
under the brown ring, and a 
greenish ring may grow 
gradually across the acetic 
acid layer. 
 (Biswas, Rogers, 

McLaughlin, Daniels, 
& Yadav, 2013; 
Sawant & Godghate, 
2013) 

Modified Borntrager’s 
Test 

5.0 mL plant extract+ 5% FeCl3 
solution (few drops) → keep 
mixture in a boiling water bath 
for 5 min → Extract with 
benzene → 1% NH4OH react with 
benzene layer 

Rose-pink color formation 

Legal’s Test 

2.0 mL plant extract + 0.5% 
sodium nitroprusside (1.0 mL) + 
2.0 mL pyridine + 2.0 mL NH4OH 
(10%) 

Pink to blood-red coloration 

Flavonoids 

Alkaline reagent Test 
5.0 mL plant extract + few drops 
NaOH (10%) 
(+ few drops dil. H2SO4) 

Bright yellow coloration 
becomes colorless with the 
addition of acid 

(Arya, Thakur, & 
Kashyap, 2012; 
Sawant & Godghate, 
2013; Shaikh & Patil, 
2020; Sheel, Nisha, & 
Kumar, 2014; Wadood 
et al., 2013) 

Shinoda Test/ Mg 
turning Test 

2.0 mL plant extract + metal 
magnesium (0.50 g) + few drops 
Con. HCl 

Pink to red color formation 

Lead acetate Test 
2.0 mL of extract + a few drops of 
lead acetate (5%) 

White or yellow precipitate 

AlCl3 Test 
3.0 mL plant extract + 4.0 mL 
AlCl3 solution (1%) 

Yellow precipitate 

NH4OH Test 
3.0 mL plant extract + 5.0 mL 
NH4OH solution + 1.0 mL Con. 
H2S04 solution 

Yellow color formation 

Saponins 

Froth Test 
1.0 mL plant extract + 5.0 mL 
distilled water (Shake well) 

The foam formed lasts for 10 
minutes (Biswas et al., 2013; 

Mohlakoana & 
Moteetee, 2021) Olive Oil Test 

10.0 mL plant extract (aqueous) 
+ few drops olive oil → shake 
well 

Creation of an emulsion 
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Tannins 
Braymer’s Test 

2.0 mL plant extract + 2.0 mL 
FeCl3 (10%) 

Appearance of deep greenish-
grey or blue-black color 

(Savithramma et al., 
2011; Venkateswarlu 
et al., 2014) Lead Acetate Test 

1.0 mL plant extract + 3 drops 
lead acetate solution 

A creamy gelatinous 
precipitate 

Terpenoids 

Salkowski’s Test 
1.0 mL plant + 2.0 mL chloroform 
+2.0 mL Con. H2SO4 

Golden yellow or reddish-
brown in the interphase 

(Gayathri & Kiruba, 
2014; Sawant & 
Godghate, 2013) 

Liebermann- 
Burchardt Test 

1.0 mL plant extract + few 
drops acetic anhydride → boil & 
cool → Con. H2SO4 was added 
from the wall of the test tube 

Brown ring at the interphase 
of two layers 

Copper acetate Test 
2.0 mL plant extract (aqueous) + 
a few drops of copper acetate 
solution (5%) 

Development of the emerald-
green color 

Poly- phenolics Ferric Chloride Test 
2.0 mL plant extract + few drops 
alcoholic FeCl3 solution 

Development of a bluish-black 
(Sawant & Godghate, 
2013) 

Coumarins 
UV light Test 

1.0 mL plant extract in test tube 
→ 
Test tube mouth is covered with 
NaOH (1N) treated filter paper 
→ 
heated for a few minutes in a 
water bath 

Yellow fluorescence in the 
paper under UV light 

(Sawant & Godghate, 
2013; Rajesh et al., 
2014) 

NaOH Test 
2.0 mL plant extract + 3.0 mL 
NaOH (10%) 

Formation of yellow color 

Anthocyanins HCl & NH3 Test 
2.0 mL plant extract + 2.0 mL HCl 
(2 N) + 2.0 mL NH4OH solution 

Development of pink-red to 
blue-violet coloration 

(Sawant & Godghate, 
2013) 

Chalcones NaOH Test 
2.0 mL plant extract + 2.0 mL 
NH4OH solution 

Development of the red color 
(Sawant & Godghate, 
2013) 

Phytosterol Salkowski’s Test 
2.0 mL plant extract + 2.0 mL 
chloroform + few drops Con. 
H2SO4 

Development of golden red 
(Sawant & Godghate, 
2013) 

Betacyanin NaOH Test 
2.0 mL plant extract + 1.0 mL 
NaOH (2 N) → heated for 5 
minutes at 100 ºC 

Development of yellow color (Rajesh et al., 2014) 

Quinones H2SO4 Test 
2.0 mL plant extract + 1.0 mL 
Con. H2SO4 

Development of a red color (Rajesh et al., 2014) 

Phytochemical Quantitative Analysis 
Each 0.10 g aqueous extract of E. foetidum leaves was dissolved 

in 0.25 mL of DMSO and diluted with 100.0 mL of MeOH to obtain 
a 1000 ppm concentration solution for phytochemical 
spectrophotometric analyses. Phytoconstituents such as 
terpenoids, polyphenolics, alkaloids, flavonoids, tannins, and 
saponins were determined based on the methods described in 
the literature (Kokilananthan et al., 2022a; Kokilananthan et al., 
2021; Kokilananthan et al., 2020; Kokilananthan et al., 2022b; 
Shanthirasekaram et al., 2021). 

 
The Folin-Ciocalteu reagent technique was employed to 

measure the tannin content (TTC) and phenolic content (TPC). In 
summary, 0.5 mL of the developed sample extract was mixed with 
2.5 mL of the FC reagent mixture and permitted to stand for 5 
minutes. After that, 2.0 mL of Na2CO3 (7.5% w/v) solution was 
introduced and incubated for 30 minutes. The absorbance was 

measured at 765 nm. For TTC, tannic acid was utilized as the 
standard, and the outcomes were measured in mg TAE/g, 
whereas for TPC, gallic acid was utilized as the standard, and the 
findings were presented in mg GAE/g. 

 
To evaluate the amount of flavonoids in a sample (TFC), a 

spectrophotometric approach with a working solution of AlCl3 
was employed. In summary, 1.0 mL of sample extract was treated 
with 0.5 mL of AlCl3 (2%) working solution and 0.5 mL of distilled 
water and allowed to stand for 10 minutes before detecting 
absorbance at 425 nm. Quercetin was used as a control, and the 
findings were reported in mg QE/g. 

 
The terpenoid content (TC) was examined using a 

spectrophotometric approach with a phosphomolybdic acid 
working solution. To summarize, 1.0 mL of aqueous 
phosphomolybdic acid solution (5%) was gradually added to 1.0 
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mL of sample extract, followed by 1.0 mL of con. H2SO4. The 
mixture was thoroughly mixed and allowed to stand for 30 
minutes before being diluted with MeOH to 5.0 mL. At 700 nm, 
the absorbance was measured. Linalool was used as the standard, 
and the findings are presented in mM LE/g. 

 
A spectrophotometric method with a vanillin-sulfuric acid 

working solution was utilized to determine saponin content (SC). 
Simply put, 8% vanillin (1.0 mL) was mixed with an equal quantity 
of sample extract before it was placed in an ice bath, followed by 
8.0 mL of H2SO4 (77%). The test tube was shaken before being 
placed in a 60 °C oven for 30 minutes. At 540 nm, the absorbance 
of the solution was measured after it had reached room 
temperature. The findings were presented in mg SE/g, and 
saponin was utilized as the standard. 

 
Spectrophotometric analysis was used to determine the alkaloid 

content (AC) of the samples using a bromocresol green working 
solution. The plant extract was dissolved in a solution of 2M HCl. 
10.0 mL of chloroform was used to rinse 1.0 mL of this 
supernatant. 0.1M NaOH was used to bring the pH of this 
produced sample to neutral. This was then combined with freshly 
prepared BCG solution (5.0 mL) and phosphate buffer solution 
(pH 4.7, 5.0 mL). The complex mixture was re-extracted with 
chloroform (1.0, 2.0, 3.0, and 4.0 mL). The extracted complex 
mixture was adjusted to 10.0 mL using chloroform. At 470 nm, the 
complex's absorbance was determined. The findings were 
presented in mg AE/g and measured using atropine as the 
standard. 

 
Antioxidant Analysis 
To test the radical scavenging capability of all aqueous extracts 

of E. foetidum leaves, the DPPH radical scavenging assay, a 
standardized existing approach published in the literature, was 
used (Abeysuriya et al., 2021; Blois, 1958; Brand-Williams et al., 
1995; Kokilananthan et al., 2021; Kokilananthan et al., 2020). 
About 100 μL of aqueous extract (in different concentrations) was 
mixed with the 3.9 μL of 0.06 mM DPPH working solution. The 
absorbance at 517 nm was measured after 30 minutes in 
complete darkness. The IC50 value for free radical scavenging 
activity was assessed by a plot of the scavenging effect's 
percentage versus concentration. , Trolox and ascorbic acid were 
used as standards. A standard method that has been described in 
the literature was employed to measure the FRAP value of all 
obtained extracts from the leaves of E. foetidum (Biglari et al., 
2008; Firuzi et al., 2005; Gliszczyńska-Świgło, 2006; Kokilananthan 
et al., 2021; Kokilananthan et al., 2020). The 100 μL test sample 
was combined with 3.0 mL of freshly prepared FRAP solution. The 
absorbance at 593 nm was measured after 30 minutes of 
incubation at 37 °C. The standard Trolox was used for the 
calibration.  

 

Statistical Analysis 
The data was analyzed and compared using Cochran's Q-test 

(non-parametric statistics) and the T-test (LSD). Statistical analysis 
were conducted using, R-studio software and SAS OnDemand for 
Academics: Studio (SAS 9.4). Using means and standard 
deviations, the data were displayed. 

 

3. Results and Discussion 
Extraction of Phytochemical 
The yield percentages of all four different aqueous extracts of E. 

foetidum leaves were compared and statistically analyzed; the 
results are shown in Figures 1 and 2. of the four different 
extraction techniques (EN1, EN2, EN3, and EN4), the technique 
EN2 (5.73 ± 0.07%) produced the highest yield, followed by EN4 
(5.47 ± 0.06%), EN3 (3.45 ± 0.08%), and EN1 (2.57 ± 0.09%). It is 
worthy of note that, as shown in Figure 2, statistical analysis data 
for all four E. foetidum leaf extracts revealed that four extraction 
methods generated different proportions at a 5% significant level. 
Even though many previous studies have been conducted using 
different extraction techniques and extracting solvents, most of 
the reports have not included the yield percentage to compare 
the results with current findings (Anusha et al., 2013; Eyoum Bille 
& Nguepi, 2016; Okon et al., 2013). 

 
When comparing the extraction techniques EN3 and EN4, both 

were carried out under the same circumstances except for 
temperature; EN3 was carried out at room temperature, while 
EN4 was carried out at 60 ºC. As a result, there is a significant 
assertion for extraction yield variations with extraction 
techniques EN3 and EN4. This implies that the temperature had 
an impact on the extraction yield, as EN4 had a larger extraction 
yield than EN3. Although EN1, one of the most sophisticated 
extraction techniques (Mtewa et al., 2018), was used, its yield 
percentage was lower than that of the other techniques. This 
must be due to the extraction period, which is one hour in EN1 at 
room temperature. As a result, further studies are needed to 
optimize the extraction parameters, particularly the temperature 
and time. 
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Figure 1: Yield percentage of four different extraction 
approaches utilized for extracting phytochemicals from E. 

foetidum. 
 

 
Figure 2: Statistical proof comparing the extraction yields of the 

four different extraction methods used to extract the 
phytoconstituents from E. foetidum leaves (Block: 1: EN1, 2: 
EN2, 3: EN3, 4: EN4, Alpha = 0.05, Estimate: the mean values 

covered by the same bar do not differ significantly.). 
 
HPLC-PDA Chemical Profiling of All Four Different Aqueous 
Extracts  
The HPLC technique was utilized to compare four various 

aqueous extracts of E. foetidum leaves to determine which 
extraction method would extract most of the phytochemicals 
from the plant source. As a result, an HPLC method for E. foetidum 
aqueous extracts was established, and the results were compared 
in various ways. According to the maximum wavelengths of the 
identified compounds, the extracted substances in all four 
extracts were first directly examined on HPLC-PDA at different 

wavelengths, including 254 nm, 204 nm, 654 nm, 734 nm, and 224 
nm. The maximum wavelengths of most of the identified 
substances fall within 654 nm. Figure 3 shows the HPLC-PDA 
spectra from all four aqueous extracts at 654 nm. 

 
As shown in Table 2, EN2 and EN4 extracts have more peaks or 

compounds in the HPLC-PDA spectra for all five different 
wavelengths than the other two extraction techniques. To , only 
the peaks with areas greater than 5×106 counts and heights 
greater than 4×105 counts in the HPLC-PDA spectra at all five 
different wavelengths were considered. As shown in Table 3, 
more of the higher-intensity peaks were also found in the extracts 
obtained by the EN2 and EN4 extraction methods. All the peaks 
identified in these conditions were studied and tabulated in Table 
3 to be more selective. 

 
Table 2: HPLC-PDA spectra peak data with different applications 
Methods Extraction technique and total no of 

the peaks 
EN1 EN2 EN3 EN4 

Wavelength 254 nm, 
4nm 

152 231 198 215 

Wavelength 204 nm, 
4nm 

168 228 188 233 

Wavelength 654 nm, 
4nm 

154 224 196 212 

Wavelength 734 nm, 
4nm 

154 238 200 212 

Wavelength 224 nm, 
4nm 

155 237 197 215 

 
The summarized data are tabulated in Table 3 based on the peak 

area and peak height. Table 3 demonstrates that the extraction 
technique has an impact on the extraction of a single compound. 
Simply put, all extracts at 254 nm had a single peak at that 
wavelength, as shown in Table 3, except for EN1, for which there 
was none. Remarkably, the RT of the observed peaks differs 
depending on the extraction technique. That indicates that each 
extraction method is specific to the compounds of interest. 
Conversely, the same compounds were also found in all four 
extracts at varying levels of intensity. These findings demonstrate 
how important the selection extraction technique is in the 
extraction of desired substances from natural sources. 
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Table 3: HPLC-PDA spectra peaks data which greater than the area of 5×106 counts and peaks data which is greater than the height of 
4×105 counts 

Methods Functions 
Total 
Peaks 

Peak 
No 

Extraction Techniques 
EN1 EN2 EN3 EN4 
RT RP RT RP RT RP RT RP 

204 nm, 
4nm 

Area 4 

1 5.32 92.76 4.33 40.94 5.56 30.28 6.19 33.38 
2 77.40 4.06 31.02 12.25 28.11 17.95 42.00 6.93 
3 99.66 3.18 77.61 13.43 77.45 17.30 77.42 17.45 
4 …… …… 99.68 33.38 99.66 34.47 99.65 42.25 

Height 5 

1 5.32 61.59 4.33 35.56 5.55 39.47 6.18 39.48 
2 31.13 38.41 26.36 16.02 26.30 18.45 31.39 15.7 
3 …… …… 31.02 16.51 28.11 42.08 33.69 14.38 
4 …… …… 31.15 14.79 …… …… 35.00 14.29 
5 …… …… 35.92 17.12 …… …… 99.65 16.14 

224 nm, 
4nm 

Area 3 
1 5.34 100.00 4.34 61.58 5.59 44.41 6.20 38.40 
2 …… …… 31.02 38.42 28.11 55.59 42.00 23.96 
3 …… …… …… …… …… …… 99.65 37.65 

Height 4 

1 31.13 57.23 26.36 25.46 26.30 30.08 6.20 23.88 
2 39.41 42.77 31.02 25.66 28.11 69.92 31.39 27.52 
3 …… …… 31.15 22.68 …… …… 33.69 23.89 
4 …… …… 35.92 26.21 …… …… 35.00 24.72 

254 nm, 
4nm 

Area 1 1 …… …… 31.02 100.00 28.11 100.00 42.00 100.00 

Height 6 

1 31.13 55.39 26.36 18.19 26.30 22.91 27.65 23.49 
2 39.41 44.61 31.02 17.7 28.11 54.19 31.39 27.1 
3 …… …… 31.15 15.47 39.45 22.9 32.88 24.27 
4 …… …… 35.17 15.53 …… …… 35.00 25.14 
5 …… …… 35.92 18.09 …… …… …… …… 
6 …… …… 50.95 15.02 …… …… …… …… 

654 nm, 
4nm 

Area 3 
1 39.41 100.00 31.01 100.00 28.13 100.00 31.39 34.81 
2 …… …… …… …… …… …… 42.00 33.46 
3 …… …… …… …… …… …… 68.20 31.73 

Height 6 

1 31.13 36.55 26.36 18.72 23.78 14.72 27.65 19.62 
2 39.41 34.97 31.01 17.39 26.30 14.44 31.39 21.71 
3 48.04 28.48 31.15 14.62 28.13 38.82 32.88 20.82 
4 …… …… 35.17 16.27 39.45 16.58 35.00 20.69 
5 …… …… 35.92 17.69 44.42 15.43 36.61 17.16 
6 …… …… 50.95 15.31 …… …… …… …… 

734 nm, 
4nm 

Area 3 
1 39.41 100.00 31.01 100.00 28.13 100.00 31.39 34.32 
2 …… …… …… …… …… …… 42.00 32.52 
3 …… …… …… …… …… …… 68.20 33.16 

Height 6 

1 25.37 28.28 26.36 18.57 23.78 14.73 27.65 19.58 
2 31.13 37.09 31.01 17.64 26.30 14.79 31.39 21.99 
3 39.41 34.63 31.15 14.63 28.13 38.64 32.88 20.74 
4 …… …… 35.17 15.75 39.45 16.42 35.00 20.44 
5 …… …… 35.92 17.93 44.42 15.42 36.61 17.26 
6 …… …… 50.95 15.49 …… …… …… …… 

RT: Retention time, RP: Relative percentage 
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Figure 3: HPLC spectra of all four different aqueous extracts of E. 

foetidum leaves at 654 nm, 4 nm. 
 
Phytochemicals Qualitative Analysis  
All four aqueous extracts of E. foetidum leaves from four 

different extraction techniques contained essential 
phytochemicals such as saponins, terpenoids, alkaloids, 
polyphenolics, tannins, glycosides, flavonoids, phytosterols, 
coumarins, quinones, and betacyanins, but not chalcones and 
anthocyanins. The availability of phytochemicals in all four 
different aqueous extracts of E. foetidum leaves was also 
supported statistically by statistical analysis using the non-
parametric test. Statistical analysis revealed no significant 
variation in the presence of essential phytoconstituents examined 
in the four distinct aqueous extracts recovered from E. foetidum 
leaves using four different extraction methods at the 5% 
significant level. Since no variation in the qualitative analysis of 

the phytoconstituents was found at the 5% significant level, this 
study revealed that any of these extraction techniques may be 
employed to extract phytoconstituents. 

 
Phytochemical Quantitative Analysis  
The quantification of AC, TPC, TC, TTC, SC, and TFC in all four 

distinct aqueous extracts recovered from E. foetidum leaves by 
four different extraction methods exhibited varied quantities, as 
shown in Table 4. The findings demonstrated the presence of a 
variety of phytoconstituents in E. foetidum leaves, with the SC, 
TPC, TC, and TTC accounts showing to be greater in the extraction 
method EN4 (185.84 ± 0.54 mg SE/g, 37.37 ± 0.65 mg GAE/g, 0.89 
± 0.01 mM LE/g, and 36.99 ± 0.64 mg TAE/g, respectively) and 
smaller in the method EN1. TFC values in extraction technique 
EN2 were high (11.84 ± 0.14 mg QE/g), but low in extraction 
technique EN3. In contrast, AC was revealed to be greater in 
extraction approach EN3 (1.67 ± 0.01 mg AE/g) and lower in 
extraction approach EN2. As shown in Figure 4, the statistical 
analysis, the T-test (LSD), strongly disclosed that all of the 
extraction approaches employed in this research extracted 
significantly various amounts of saponins, polyphenolics, 
alkaloids, terpenoids, flavonoids, and tannins at the 5% significant 
level. 

 
This study demonstrated that when extracting polyphenolics, 

tannins, saponins, and terpenoids from the leaves of E. foetidum 
using water as a solvent, the EN4 extraction technique is the best 
method. The EN4 extraction process can extract the majority of 
significant phytochemicals. The extraction technique EN2 can 
extract a greater quantity of flavonoids than the other extraction 
methods utilized in this study. The soxhlet extraction method 
(EN2) has previously been shown to be a highly effective way to 
extract flavonoids from medicinal herbs (Kokilananthan et al., 
2022a;  Kokilananthan et al., 2022b). The current research also 
found that the extraction technique EN3 is an excellent approach 
for extracting alkaloids, as previously reported (Kokilananthan et 
al., 2022a; Kokilananthan et al., 2022b). 

 
Table 4: Phytochemical quantitative analysis data of aqueous 
extracts from four different extraction approaches utilized for 

extracting phytochemicals from E. foetidum. The values 
represent the mean and standard deviation of triplicate samples. 

Phytochemi
cals 

Extraction Techniques 

EN1 EN2 EN3 EN4 
Polyphenolics 
content  
(mg GAE/g) 

19.73 ± 
0.06 

30.00 ± 
0.40 

24.87 ± 
0.50 

37.37 ± 
0.65 

Flavonoids 
content  
(mg QE/g) 

6.33 ± 
0.04 

11.84 ± 
0.14 

5.97 ± 
0.03 

9.22 ± 
0.17 

Tannins 
content  
(mg TAE/g)  

19.53 ± 
0.05 

29.69 ± 
0.40 

24.61 ± 
0.50 

36.99 ± 
0.64 

Terpenoids 
content  
(mM LE/g) 

0.51 ± 
0.00 

0.79 ± 
0.02 

0.67 ± 
0.01 

0.89 ± 
0.01 
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Saponins 
content  
(mg SE/g) 

143.22 ± 
0.41 

171.08 ± 
0.90 

150.13 ± 
0.74 

185.84 ± 
0.54 

Alkaloids 
content  
(mg AE/g) 

1.61 ± 
0.01 

0.66 ± 
0.01 

1.67 ± 
0.01 

0.70 ± 
0.01 

 
Samples were collected at Bukit Ulu Piah, Tambun, Perak. Bukit 

Ulu Piah is a lowland, secondary dipterocarp forest in the Kinta 
district, Perak, situated at 4° 35' 59" N, 101° 09' 59" E. The highest 
peak of Bukit Ulu Piah stands at an altitude of 175m above sea 
level. The sampling site comprised vegetated areas, including 
grasslands, fenced plants, understory vegetation in palm oil tree 
areas, and slopes covered with shrubs, saplings, tall trees and 
grass on both sides of the vehicle path to the hill summit. 

 

Figure 4: Data from statistical analysis of phytoconstituents 
quantification of four main extraction methods of E. foetidum 
leaves’ aqueous extracts. (Block: 1: EN01, 2: EN02, 3: EN03, 4: 
EN04, Alpha = 0.05, Estimate: The mean values covered by the 

same bar do not differ significantly). 

Antioxidant Analysis  
The antioxidant capacity was seen in all four aqueous extracts of 

E. foetidum leaves prepared using the four different extraction 
techniques, but it varied greatly between techniques. The total 
antioxidant power determined by the FRAP assay revealed that 
the extraction approach EN4 (47.17 ± 0.20 mg Trolox Eq/g) has a 
greater capacity for antioxidants than all other aqueous extracts 
of E. foetidum leaves. Most notably, all employed extraction 
approaches have shown significant differences at the 5% 
significant level, as illustrated in Figures 5 and 6. 

 

Figures 5 and 6 illustrate the results of DPPH radical scavenging 
effect, which revealed that extraction procedure EN3 (12.91 ±0.02 
mg/ml) has relatively higher levels of radical scavenging capacity 
than the other three methods. However, the radical scavenging 
capacity of four distinct E. foetidum leaf aqueous extracts is 
substantially lower than that of the standard used, ascorbic acid 
(139.05 ± 0.05 ppm). Additionally, statistical results revealed that 
all four aqueous extracts from E. foetidum leaves did not have the 
same scavenging capability at the 5% significant level. The results 
showed that all four extraction methods utilized in this study 
resulted in various degrees of antioxidant potential with E. 
foetidum leaves. As a result, the extraction approach EN4 is a well-
suited method in all aspects of analysis. According to the current 
study, extraction methodology EN4 is a well-suited method in 
every aspect. 

 

Figure 5: Comparison of antioxidant potential of four different 
aqueous extracts of E. foetidum leaves using FRAP and DPPH 

assays. 
 

 
Figure 6: Data from statistical analysis of the antioxidant 

potential of four distinct extraction methods of E. foetidum 
leaves' aqueous extracts. (Block: 1: EN1, 2: EN2, 3: EN3, 4: EN4, 
Alpha = 0.05, Estimate: The mean values covered by the same 

bar do not differ significantly). 
 
As a result, the HPLC application is also detailed, as other 

phytochemical quantitative and antioxidant analysis results show 
that EN2 and EN4 are the best extraction methods to extract most 
of the phytochemicals from the leaves of E. foetidum. Notably, 
while the number of chemical constituents was higher in the 
extraction technique EN2 than in the extraction technique EN4 
based on the HPLC spectra, the antioxidative potential by FRAP 
assay was higher in the extraction technique EN4. Likely, other 
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quantified phytochemicals, except for flavonoids, were found to 
be higher in the EN4 extraction technique, whereas the second 
highest was observed in the EN2 extraction technique, but 
interestingly, flavonoids were found to be the most abundant in 
EN2. As a result, this study strongly suggests that the extraction 
techniques EN2 and EN4 are the best methods for extracting 
phytochemicals, with EN4 being the most recommended when 
EN2 and EN4 are compared. Notably, this is the first 
comprehensive study comparing aqueous extraction techniques 
with spectrophotometric and HPLC analyses. 

 

4. Conclusion 
This study concludes that the EN4 extraction method 

(maceration with agitation at 60ºC) effectively extracts 
antioxidants, saponins, polyphenolics, terpenoids, and tannins 
from E. foetidum leaves. The EN2 method (Soxhlet at 105ºC) is 
optimal for flavonoids, while EN3 (maceration with agitation at 
room temperature) excels in alkaloid extraction. Although E. 
foetidum leaves have a broad range of bioactive constituents and 
higher antioxidant properties, the quantity of phytoconstituents 
and antioxidant potential varies on extraction method. HPLC is 
the preferred method for analyzing crude phytochemical profile 
of crude extracts. Thus, choosing the right extraction process is 
crucial in natural product isolation. 
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Studies on Essential Oil Extracted from Hippocratae Velutina Leaves in Relation to 
Chemical Composition, Antioxidant and Antimicrobial Activities  
Christiana Ene Ogwuche1a, Aina Tomilola2a and Bawa Hamza3a 

 
 

Abstract: Plants and their constituents have been used as medicines for so many centuries. Hippocratae velutina essential oil was analyzed 
to determine its chemical content, antioxidant activity and antibacterial activity. H. velutina was found to contain 0.3% essential oil. By 
using gas chromatography, one hundred and ninety-five (195) components were discovered to have fourteen major components, with 
terpenes, making up 75.36% of those components. Beta ocimene has 26.16%; Farnesene, 14.60%; and others (9%), n-alkanes (7.15%), 
fatty acid-derived substances (6.87%), green leaf volatiles (2.35%), and Shikimate metabolites (9%). With an IC50 of 7.14±1.45mg/ml, which 
is significantly lower than those of the two standards employed, H. velutina's aerial parts demonstrated outstanding free radical 
scavenging activity outcome with DPPH. With MIC values between 0.15 and 0.23 mg/ml for eight out of all ten microorganisms examined, 
the essential oils of H. velutina leaves demonstrated antibacterial activity against selected strains of Gram-negative and Gram-positive 
bacteria as well as antifungal activities, with a range in the sensitivity of the microorganisms to the oil. According to the findings, the 
extracted oil from H. velutina has bioactive antioxidant phytochemicals capable of inhibiting a wide range of microbial growth. This 
confirms its use as a folkloric drug against several ailments. 
 
Keywords: Chemical composition, antimicrobial, antioxidant, H. velutina, essential oil. 

 
1. Introduction 

Essential oils (EOs) are an aromatic blend of active ingredients 
with a potent aroma that is derived from aromatic plants 
(Mohamed and Alotaibi, 2023), obtained as a volatile mixture of 
chemical compounds with a strong aroma.  In general, the major 
compounds found in essential oils determine their bioactivity 
properties. They have been extensively used for applications such 
as bactericidal, virucidal, fungicidal, antiparasitic, insecticidal, and 
medicinal. It is possible to compare the biological activity of the 
oils to that of pharmacological preparations made synthetically. 
Therefore, essential oils are hopeful natural extracts that require 
additional research to determine their potential for use as 
supplements, preservatives, or antioxidants in the food or 
pharmaceutical industries (Santana de Oliveira et al., 2020). The 
ability to smell is stimulated by the sense organ and essential oil 
helps in this regard when inhaled. Phytochemical analysis of these 
oils revealed the presence of beneficial compounds like terpenes, 
antioxidants, and esters that help boost the immune system 
(Elshafie et al., 2017). Due to their sweet fragrance, essential oils 
are used to make fragrances to creams, manufacture perfumes, 
hand and body washes and lotions. Other uses of essential oils 
include the treatment of sinus infections, cold sores, sore 
muscles, wounds, and skin rashes. 

 
H. velutina is from the family of Celastraceae, predominantly in 

subtropical and tropical Africa and America. There are 

approximately 1,200 species in the family of Celastraceae, 
distributed across 100 genera, and they can be found in 
temperate regions in both hemispheres, with tropical and 
subtropical regions having the greatest diversity with trees and 
shrubs predominately, but lianas make up about 30% of species. 
The Hippocrateoideae and Salacioideae subfamilies (formerly 
known as the Hippocrateaceae family) are predominately 
composed of climbers, whereas, the genus Celastrus is the only 
member of the Celastraceae stricto that is found in the New 
World. There are just over 100 liana species in 13 genera, mostly 
found in forest habitats, in the Neotropics, (Biral, 2017). 

 
The plant has long thin leaves which are arranged opposite each 

other and small flowers. Its leaf seeds act as a medicine for pain 
relief. The young branches are useful as a binding substance that 
provides structural stability to the material in use. In Sierra Lone, 
the leaves are dried and boiled, then, applied to the body to 
relieve soreness and inflammation. The Igbo of South Nigeria use 
the plant as a mechanism to keep termites and beetles away from 
yams, to avoid holes being dug in the yam crop. In Senegal, the 
plant seeds are used in the management of headaches and fever.   

 
Objective of the Study 
The objective of this study is to establish and/or ascertain the 

medicinal application of extracted essential oil via the 
examination of the chemical makeup, antioxidant properties, and 
antibacterial properties of H. velutina. 
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Essential oils' chemical content 
Depending on the oil, an essential oil might have hundreds to 

thousands of chemical components. Terpenoids and 
phenylpropanoid derivatives are the major ingredients in 
essential oils. Most plants' essential oils are composed primarily 
of terpenoids. The flavor, smell, and harsh taste of this compound 
are due to the availability of phenylpropanoid derivatives. From 
primary metabolites, essential oils from fruits and leaves are said 
to have biological activities such as antimicrobial and antioxidant 
activity (Gertrude et al., 2022) 

 
2. Experimental Methods   

Hippocratea velutina leaves were collected from the botanical 
garden of the University of Ibadan, Oyo State, Nigeria, and was 
identified at the Department of Botany, Faculty of Life Sciences, 
Ahmadu Bello University, Zaria, Nigeria. The plant was verified 
with the herbarium number ABU030479 by Prof. B.Y. Abubakar.  
Before extraction, the young leaves were separated from the stalk 
and cleaned. The leaves of the H. velutina were identified using 
the gas chromatography-mass spectrometry (GC-MS) technique. 
The hydrodistillation technique was employed in the study to 
extract essential oil from H. velutina leaves. According to the 
British Pharmacopoeia's guidelines, the oil was extracted using 
the Hydro distillation process on a Clevenger-type apparatus for 3 
hours (Kowalska et al., 1995).  Before analysis, the oil production 
was determined in relation to the matter after the essential oils 
were collected in n-hexane and kept in the refrigerator at 4oC. The 
constituents of the essential oils were verified based on their 
retention variables, which were calculated for a homologous 
series of n-alkane, and by comparison of fragmentation patterns 
(NIST data/base/chem station data system) in the mass spectra as 
reported by (Nicholas et al., 2022). 

 

 
Figure1. Map of the botanical Garden, University of Ibadan 

 
Gas Chromatography Mass Spectrometer (GC-MS) Analysis of 
the Essential Oil 
The GC-MS was a split/split-less injector interfaced with mass-

selective detector running at 70 eV. It was used in addition to an 
Agilent 7809A gas for the analysis of the essential oil.  The ion 
source's temperature was set to 200 °C at a scan rate of 1428 
amu/sec, with a mass spectral range of m/z 50–700. The GC 
employed measures 0.25 mm internal diameter, 30 m long, and 

0.25 m film thickness (HP-5MS) column. The following 
temperature settings were set for the oven: an initial temperature 
of 80 degrees Celsius for 2 minutes, followed by 240 °C for 6 
minutes after, increasing by 10 °C/min. A constant flow rate of 1 
mL/min of helium was used as the carrier gas. At 1 L, 362 cms-1, 
and 5.62x104 Pa, respectively, the linear velocity, injection 
volume, and pressure were changed. The temperature of the 
oven was fixed at 60 °C which was maintained for 1 minute. 

 
Antioxidant Assay 
A modified version of the Bruits method was used to 

authenticate the ability of the essential oil to possess scavenging 
activity using diphenylpicryl hydrazine (DPPH). The volatile oil was 
measured in five different concentrations ranging from 0.015 to 1 
mg/mL in test tubes and was vigorously shaken. Incubation was 
carried out for 30 minutes at room temperature. The absorbance 
of the treated essential oil samples and blank DPPH solution 
(control) was thereafter measured at 517nm using a UV/Visible 
(GS-UZ12) spectrometer. Ascorbic acid and Butylated hydroxyl 
anisole (BHA) which are established antioxidants served as 
standards. The analysis was repeatedly done in triplicate and the 
mean absorbance was calculated. The activities of samples were 
analyzed using the equation below; 

 

%Inhibition =  × 100 
 
Where the blank's absorbance is Ab, and the sample's 

absorbance is As. 
 
Antimicrobial Assay 
Antimicrobial analysis was determined by the use of the Kirby-

Bauer disc diffusion method as reported by Hudzicki (2009) with 
some adjustments. The microorganisms in use here are as 
follows; six bacteria which are Bacillus subtilis, Escherichia coli, 
Klebsiella pneumonia, Pseudomonas aeruginosa, Salmonella 
typhi, and Staphylococcus aureus, with four fungi: Aspergillus 
niger, Candida albicans, Penicillium notatum, and Rhizopus spp. 
The microorganisms used were obtained from and identified in 
the Department of Pharmaceutical Microbiology, University of 
Ibadan, Oyo State, Nigeria. 

 
Preparation of Sample Solution 
In the preparation, 1000 μg/mL of the oil sample was equivalent 

to 1 mL. Therefore, 500 μg/mL of the essential oil is equivalent to 
0.5 mL. More serial dilutions gave different concentrations such 
as 62.50 μg/ml, 125 μg/ml, and 250 μg/ml, respectively. The test 
tubes labelled number six (6) and seven (7) were negative control 
containing (DMSO) while the test tube labelled number eight (8) 
was the negative control containing n-hexane, positive controls; 
Gentamycin for bacteria and Tioconazole for fungi, respectively. 

 
Percentage Yield Analysis Result 
In this study, the essential oils from H. velutina leaves were 

evaluated for their physical characteristics and percent yield 
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(Table 3.1). There is only a 0.3% essential oil output, which is 
lower than the levels noted by Niko et al. (2009) on different plant 
materials. The method and duration of extraction of essential oils 
are key factors that greatly influence the quality and quantity of 
essential oil yields (Samadi, 2022). Interestingly, the chemical 
makeup of essential oils and percentage yield are usually 
correlated (Niko et al., 2009). 

 

3. Results and Discussion 
Table 1. Appearance and Yield of H. velutina Essential Oil 

Weight of Sample packed for Extraction (g) 350 
Weight of Essential Oil Extracted (g) 0.9 
Percentage Yield (%) 0.3 
Colour Colourless 
Odour Herbal light 
  
Gas chromatography Mass Spectrometry Analysis Result 
GC-MS was employed in determining the chemical makeup of 

the essential oils' most potent ingredients of H. velutina leaves. A 
total of one-hundred and ninety-five (195) components were 
determined from the GC analysis (see Appendix II). From these, 
fourteen major components amounting to 75.36% contain 
terpenes (Beta-ocimene, ≥26.16%; Farnesene, ≥14.60%, and 
others ≥9.24%), n-alkanes (≥7.15%), fatty acid-derived 
compounds (≥6.87%), green leaf volatiles and Shikimate 
metabolites (≥2.35%) were seen. The structures of these fourteen 
major components are indicated in Figure 3.1. The Gas 
Chromatograph for all 195 components present in H. velutina 
leaves essential oil is shown in Appendix I. The presence of 
different terpenoid compounds has been recorded as the main 
active components of essential oils, giving such oils high 
antimicrobial and antioxidant properties. 

 
Table 2. Chemical Composition H. velutina Leaves Essential Oil 
Compound Retention 

Time 
(minutes)  

Percentage 
Composition 
(%Area) 

Major Components (%Area≥1.00)   
Beta-ocimene 4.6970 26.16 
Farnesene 10.800 14.60 
Nonacosane 23.229 7.15 
n-hexadecanoic acid 15.752 6.87 
9,12,15-octadecatrienoic acid, 
(z,z,z)- 

17.373 6.47 

Methyl salicylate 6.684 2.35 
2-hexadecen-1-ol,3,7,11,15-
tetramethyl,acetate, (R-R*,R*-(E)) 

17.065 2.29 

3,7,11-trimethyl-,(s-(z))-1,6,10-
dodecatrien-3-ol, 

11.424 2.00 

(6E,10E,14E,18E)-3-bromo-
2,6,10,15,19,23-
hexamethyltetracosa-
6,10,14,18,22-pentaen-2-ol 

22.732 1.43 

3-hexen-1-ol,benzoate,(z)- 11.520 1.38 

1,8,9-triazabicyclo(4.3.0)nona-
6,8-diene 

11.585 1.35 

2-methyl-5-(1,1,5-trimethyl-5-
hexenyl) Furan 

10.009 1.14 

3,7,11-trimethyl-1,6,10-
Dodecatrien-3-ol 

16.300 1.11 

3,7-dimethyl-(E)-1,3,6-octatriene 4.478 1.06 
Minor Components (%Area<1.0) - 24.64 
Total  100.00 
   
Antioxidant assay analysis results 
The H. velutina leaves essential oil has not been reported of any 

antioxidant activity. The H. velutina leaves scavenging activity of 
its essential oils using DPPH free radical is shown in Figure 3.2 (a, 
b, and c) and Tables 3.3 and 3.4 as compared with two known 
standards (ascorbic acid and butylated hydroxyanisole). The 
change in absorbance produced by reduced DPPH was used to 
evaluate the ability of H. velutina leaves essential oils to act as 
free radical scavengers (Table 3.3). Results in Table 3.4 as 
represented graphically in Figure 3.2 (a, b and c) showed that the 
scavenging effect of H. velutina leaves essential oils is excellent 
with an IC50 of 7.14±1.45 mg/ml which is considerably lower and 
thus more active than both standards (ascorbic acid: 16.24±1.59 
mg/ml; and BHA: 17.60±1.76 mg/ml). A wide variety of foods and 
medicinal plants contain natural antioxidants. These natural 
antioxidants, particularly the carotenoids and polyphenols, have 
a variety of biological effects, including those that are anti-
inflammatory, anti-aging, anti-atherosclerosis, and anticancer (Xu 
et al., 2017). The effect of the combination of the trio compounds 
tends to be synergetic and thus provides improved results than 
the isolated compounds. The findings of this antioxidant study 
support the folkloric usage of the plant as a preventive and 
curative agent in some diseases. The provided data can enrich a 
possible comprehensive data of the antioxidant activity of H. 
velutina in the future. 

 
Table 3. Essential Oils' Antioxidant Potential of H. velutina 

Leaves and Standards 
Concentration 
(mg/ml) 

                                       Absorbance 
Essential Oil 
of  

Ascorbic 
Acid 

Butylated 
Hydroxyanisole 
(BHA) 

1.000 0.01±0.00 0.03±0.01 0.04±0.01 
0.500 0.04±0.04 0.04±0.00 0.05±0.01 
0.250 0.03±0.00 0.05±0.01 0.06±0.00 
0.125 0.1±0.01 0.06±0.01 0.07±0.01 
*Values are mean ± standard deviation of triplicate 
determinations 
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Table 4. The % Inhibition of the Various Concentrations of H. 
velutina Leaves Essential Oils and Standards 

Concentration 
(mg/ml) 

% Inhibition 
Essential Oil 
of H. 
velutina 

Ascorbic 
Acid 

Butylated 
Hydroxyanisole 
(BHA) 

1.000 99.37±0.19 97.98±1.06 97.22±1.41 
0.500 96.94±1.28 96.97±1.41 96.46±1.40 
0.250 97.75±0.87 96.46±1.76 95.45±2.11 
0.125 92.17±3.45 95.20±2.11 94.95±2.11 
IC50 (DPPH) 7.1412±1.45 16.235±1.59 17.599±1.76 
*Values are mean ± standard deviation of triplicate 
determinations 

      
 

     
                  Figure 1. Percentage (%) Inhibition of Ascorbic Acid 
   

 
Figure 2.  Percentage (%) Inhibition of Butylated Hydroxyanisole 

(BHA) 
 

 
Figure 3. Percentage (%) Inhibition of Essential Oils of H. velutina 

Antimicrobial Assay Results    
Using linear regression graphs based on the measured 

diameters of the inhibition zones, the minimum inhibitory 
concentration (MIC) of H. velutina leaves essential oil was 
calculated from the zones of inhibition (Table 3.6). Table 3.5 
shows the different isolate concentrations of H. velutina leaves 
essential oils zones of inhibition compared to the control drugs. 
Three categories of microorganisms were used, with isolates 
representing each category: gram-negative and gram-positive 
bacteria, as well as fungi. The results showed that essential oils of 
H. velutina exhibited remarkable antimicrobial properties against 
some of the tested organisms. Specifically, the oils inhibited the 
growth of all the gram-positive (Bacillus subtilis, S. aureus) and 
gram-negative bacteria (E. coli, K. pneumonia, S. typhi, and P. 
aeruguinosa), as well as C. albican but were inactive against the 
other Filamentous fungi (Penicillumnotatum and Rhizopussp). 
Observably, the H. velutina leaves essential oils exhibited good 
antimicrobial activities at high concentrations of 100 mg/ml. 
However, these antimicrobial activities decreased at reduced 
concentrations as indicated by the varying zones of inhibition 
(Table 3.5). At a low concentration of 25 mg/ml, the H. velutina 
leaves essential oils could no longer prevent the two fungi species 
from growing (Aspergillus niger and Candida albicans ) which 
hitherto inhibited. H. velutina leaves essential oils at 12.5 mg/ml 
concentration could not stop Bacillus subtilis and Salmonella typhi 
from growing. H. velutina leaves essential oils were not able to 
prevent the growth of any of the tested microorganisms at 6.25 
mg/ml concentration and below. The oil presents the best action 
as antibacterial, in which Staphylococcus aureus was the most 
susceptible bacteria across all tested concentrations. The H. 
velutina leaves essential oils revealed MIC values for eight out of 
the ten microorganisms tested, with the MICs ranging from 0.15 
and 0.23 mg/ml (Table 3.6). There are no available scholarly 
reports on the antimicrobial analysis of H. velutina leaves, but the 
anti-bacterial and antifungal properties exhibited by H. velutina 
may be due to some bioactive phytochemicals common to 
essential oils. Specifically, some terpenes, eugenol, terpineol, 
carveol, and citronellol have demonstrated quick bactericidal 
responses against Salmonella enterica, S. aureus strains, and E. 
coli respectively (Guimarães et al., 2019) with synergetic effects 
in combination with other phytochemicals (Ayaz et al., 2019). 
Moreover, the activity of aldehydes and their derivatives against 
pathogenic bacteria for future use in the clinical setting has been 
reported by (Aljaafari et al., 2022). From the antimicrobial results 
obtained, it could therefore be inferred that the essential oils of 
H. velutina leaves possessed antibacterial activity against Gram-
positive/negative bacteria as well as antifungal activities with a 
varying sensitivity of the microorganisms to the oil. We can 
therefore suggest that the essential oils of H. velutina leave a 
potentially broad-spectrum antimicrobial agent. 
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Table 5.  H. velutina Essential Oil Zones of Inhibition Compared to the Control Drugs 
Concentration 
(mg/ml) 

Zone of inhibition* (mm) 
Pathogenic bacterial species Pathogenic fungal species 
SA EC BS PA KP ST CA AN PN RS 

100 18.0±0.0 17.0± 
0.0 

15.0± 
0.0 

17.0± 
0.4 

17.0±0.4 15.0± 
0.4 

13.0± 
0.4 

13.0± 
0.0 

  --  -- 

50 16.0± 0.0 15.0± 
0.4 

13.0± 
0.4 

15.0± 
0.4 

15.0±0.4 13.0± 
0.4 

10.0± 
0.0 

10.0± 
0.0 

  --  -- 

25 14.0± 0.0 13.0± 
0.4 

10.0± 
0.0 

12.0± 
0.0 

13.0± 0.4 10.0± 
0.0 

  --   --   --  -- 

12.5 11.0± 0.5 13.0± 
1.4 

  -- 10.0± 
0.0 

10.0± 0.0   --   --   --   --  -- 

6.25   --   --   --   --   --   --   --   --  --  -- 
3.125   --   --   --   --   --   --   --   --  --  -- 
Negative control**   --   --    --   --   --   --   --   --  --  -- 

Positive control*** 39.0± 0.5 37.0± 
0.4 

37.0± 
0.4 

38.0± 
0.0 

39.0± 0.0 38.0± 
0.0 

28.0± 
0.0 

28.0± 
0.0 

27.0± 
0.0 

23.0± 
1.4 

*Values are mean ± standard deviation of triplicate determinations**Negative control: n-Hexane  (for Bacteria and fungi); ***Positive 
Control: Gentamicin (10μg/ml) for bacteria, Tioconazole (30%) for fungi. 
AN=Aspergillus niger; BS= Bacillus subtilis; CA= Candida albicans; EC= Escherichia coli; KP=Klebsiella pneumoniae; PA= Pseudomonas 
aeruguinosa; PN=Penicillum notatum; RS=Rhizopus sp; SA= Staphylococcus aureus; ST=Salmonella typhi; 

Table 6. Antimicrobial Activity of H. velutina Leaves Essential Oils 
Showing MIC. 

Microorganisms Zone of 
Inhibition* 
(mm) 

MIC** 
(mg/ml) 

Gram Positive   
 Bacillus subtilis 10.0± 0.0 0.18±0.00 
 Staphylococcus 

aureus 
11.0± 0.5 0.23±0.01 

Gram 
Negative: 

   

 Klebsiella 
pneumoniae 

10.0± 0.0 0.22±0.00 

 Escherichia coli 13.0± 1.4 0.22±0.02 
 Salmonella typhi 10.0± 0.0 0.18±0.00 
 Pseudomonas 

aeruguinosa 
10.0± 0.0 0.22±0.00 

Fungi 
(Yeast): 

   

 Candida albicans 10.0± 0.0 0.15±0.00 
Filamentous 
Fungi 
(mold): 

Aspergillus niger 10.0± 0.0 0.15±0.00 

*Values are of triplicate determinations of standard deviation ± 
mean  

4. Conclusion 
Thus, H. velutina's aerial portions were used to extract essential 

oils, with a 0.3% yield as a result. The existence of major terpenes, 
fatty acids, and n-alkanes, a crucial element of essential oils, was 
discovered through chemical elucidation. H. velutina leaves 
essential oil was also subjected to antioxidant as well as 
antimicrobial analysis. The results indicate that H. velutina leaves 
essential oil have bioactive antioxidants capable of inhibiting a 
wide range of growth. This confirms the use of the plant as a 
folkloric drug against several ailments. 
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Effect of Natural Deep Eutectic Solvents and Conventional Solvents on Extraction Yield, 
Antioxidant Activity, and Toxicity of Peperomia pellucida (L.) Kunth 
Aniza Saini1a, Mohammad Amil Zulhilmi Benjamin2b, Nor Azizun Rusdi3c, Ahmad Hazim Abdul Aziz4a and Mohd Azrie Awang5ad* 
 

 

Abstract: Peperomia pellucida (L.) Kunth, commonly known as ‘Sirih Cina,’ is a botanical plant recognised for its traditional application in 
various therapeutic contexts due to its bioactive compounds. Despite its potential benefits, its properties are sometimes 
underappreciated. The choice of solvent extraction significantly influences its biological properties. This study investigates the impact of 
different solvents on the extraction yield, antioxidant activity, and toxicity of P. pellucida leaf extracts. The selected solvents include 
natural deep eutectic solvents (NADES), distilled water, methanol, ethanol, and ethyl acetate. The extraction of P. pellucida leaves was 
conducted using an ultrasonic water bath apparatus. The aluminium chloride colorimetric assay was employed to determine the total 
flavonoid content (TFC), while the 2,2-diphenyl-1-picrylhydrazyl (DPPH) assay was used to assess antioxidant activity. Moreover, the 
toxicological assessment of P. pellucida leaf extracts was performed using the brine shrimp lethality assay (BSLA) to determine LC50 (lethal 
concentration 50) values. NADES emerged as the most efficient solvent for extraction, yielding the highest extraction yield (17.39 ± 0.03%) 
and DPPH scavenging activity (83.31 ± 0.03%), while demonstrating non-toxicity in the BSLA (LC50 = 1597.62 µg/mL). Although NADES 
ranked third in terms of TFC, a moderate correlation between TFC and DPPH suggests that factors beyond TFC influence antioxidant 
activity. Overall, NADES exhibited antioxidant activity and showed non-toxicity towards brine shrimp. Therefore, NADES is a suitable 
solvent for exploring the medicinal potential of P. pellucida leaves as a source for therapeutic applications. 

 
Keywords: Peperomia pellucida, extraction yield, flavonoids, antioxidant, toxicity. 

 
1. Introduction 

In this era, the extraction of natural compounds from medicinal 
plants has garnered significant attention due to the abundant 
presence of bioactive molecules, including phenolic and flavonoid 
compounds. Extraction solvents are commonly selected based on 
their polarity. Solvents such as methanol, ethanol, and ethyl 
acetate, which have high polarity, are often used for extracting 
polyphenols, while non-polar compounds are better extracted 
using solvents like hexane (Ng et al., 2020). Achieving effective 
extraction and purification of antioxidant and phytochemical 
compounds from plant materials depends on various factors, 
including duration, temperature, solvent concentration, and 
polarity. Given the differing polarities of various phytochemicals, 
no single solvent can effectively extract all compounds. This 

highlights the importance of carefully selecting suitable solvents 
to ensure thorough extraction (Nawaz et al., 2020). 

 
Natural deep eutectic solvents (NADES) represent a solvent 

system comprising natural elements such as organic acids and 
amines that form a specialised mixture. This innovation is gaining 
attention as an eco-friendlier substitute for traditional organic 
solvents in extraction processes. It offers benefits such as being 
biodegradable, highly soluble, stable, and easy to produce, 
making it a promising green choice for extracting natural 
substances (Liu et al., 2018). Despite being less explored for plant 
extractions, there is increasing evidence supporting NADES as a 
potential alternative to conventional solvents. For instance, 
Oomen et al. (2020) found that, despite the high hydrophilicity of 
NADES, glycosides with greater water affinity were extracted less 
than their aglycones. This highlights NADES as a potential medium 
for extracting Scutellaria baicalensis compounds with diverse 
hydrophilic properties. Additionally, NADES proved to be as 
effective as traditional eco-friendly solvents in extracting 
polyphenols, offering the added advantage of operating at milder 
temperatures. This method avoids flammable solvents and 
utilises sustainable, natural compounds in the extraction of 
polyphenols from ground coffee (García-Roldán et al., 2023). 
Their environmentally friendly nature and compatibility with the 
environment make them a viable green option for natural product 
extraction (Popovic et al., 2022). 
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Peperomia pellucida (L.) Kunth, also referred to as ‘Sirih Cina,’ is 
a plant that thrives in moist surroundings. Belonging to the 
Piperaceae family, it is predominantly distributed across regions 
such as Central and South America, Africa, Australia, and 
Southeast Asia (Alves et al., 2019). Its distinct characteristics 
include heart-shaped leaves, a smooth surface, juicy stems, and 
shallow roots, contributing to its significance as both a culinary 
and medicinal asset that benefits human well-being (Alves et al., 
2019; Ho et al., 2022). In Southeast Asian countries, P. pellucida is 
frequently employed to manage particular skin issues in Iloilo, 
Philippines (Tantiado, 2012). Additionally, in Singapore, people 
use a concoction of the entire plant to alleviate joint discomfort 
(Siew et al., 2014). Meanwhile, in Malaysia, P. pellucida has a 
longstanding tradition of being used as a plant decoction for 
managing rheumatism (Ibrahim & Hamzah, 1999). Phytochemical 
analysis of crude extracts reveals the presence of flavonoids, 
alkaloids, carbohydrates, carotenoids, depsides, phenols, 
quinones, sterols, tannins, saponins, azulenes, reducing sugars, 
and triterpenoids (Alves et al., 2019). Results from a range of in 
vivo, in vitro, and clinical investigations suggest that extracts of P. 
pellucida exhibit promising pharmacological properties. These 
extracts have demonstrated potential in various areas, including 
antioxidant, analgesic, antibacterial, antifungal, anti-
inflammatory, antidiabetic, anti-hypercholesterolemia, 
toxicological, and cytotoxic effects (Alves et al., 2019; Ho et al., 
2022). While the extract showed mild toxicity in animal models, it 
was non-toxic to normal cell lines (HEK-293) compared to HeLa 
and HepG2 cancer cell lines, as well as to brine shrimps and 
rodents (Ho et al., 2022). 

 
Despite its potential for various biological activities, the 

utilisation of P. pellucida leaf extract remains limited. Further 
exploration is necessary to thoroughly examine the choice of 
suitable solvents for extraction, aiming to uncover 
environmentally conscious methods and compare them with 
alternative solvent options. Hence, this study aimed to assess the 
extraction yield and antioxidant activity of P. pellucida leaf 
extracts using different solvents, including NADES, distilled water, 
methanol, ethanol, and ethyl acetate. Moreover, the study also 
sought to evaluate the toxicity levels associated with these 
extracted compounds. 
 
2. Experimental Methods   

Chemicals and Solvents 
NADES consisting of choline chloride and lactic acid, along with 

methanol, ethanol, and ethyl acetate acquired from Merck 
(Darmstadt, Germany), were employed as solvents for the 
extraction process. Sigma-Aldrich (Burlington, MA, USA) provided 
ascorbic acid, aluminium chloride, potassium dichromate, and 
2,2-diphenyl-1-picrylhydrazyl (DPPH) reagent. 

 
Plant Materials 
P. pellucida leaves were gathered near the Faculty of Food 

Science and Nutrition, Universiti Malaysia Sabah, Sabah, 
Malaysia. The fresh samples were washed with tap water to 

remove surface impurities and subsequently dried using an oven 
dryer (ED 23, Binder, Neckarsulm, Germany) at 60 °C for 4 h until 
fully dried (Awang et al., 2021a). Following drying, the samples 
were finely ground into a consistent powder and stored at 4 °C for 
future analyses. 

 
NADES Preparation 
NADES were prepared using a modified heating and stirring 

technique based on the method by Rosarina et al. (2022). Choline 
chloride (a hydrogen bond acceptor, HBA) and lactic acid (a 
hydrogen bond donor, HBD) were combined in a molar ratio of 
1:2. The water content of NADES was adjusted by adding 
deionised water. These constituents were mixed in a glass beaker 
at 70 °C under continuous stirring until a clear and homogeneous 
liquid was obtained. The resulting NADES were then stored at 
room temperature for subsequent use. 

 
Sample Extraction 
This study was conducted using the ultrasonic extraction 

technique implemented through an ultrasonic water bath. Five 
types of solvents were utilised: ethanol, methanol, ethyl acetate, 
distilled water, and NADES. Approximately 5 g of powdered P. 
pellucida leaves were added to 150 mL of an extraction solvent 
using an ultrasonic water bath (CPX8800H, Branson, Brookfield, 
CT, USA). The ultrasonic extraction was carried out for 60 min, 
starting at an initial temperature of 50 °C. The resulting extract 
supernatant was collected and filtered, while the residue was 
discarded. The filtered extract underwent further separation 
under reduced pressure at 45 °C using a rotary evaporator 
(Laborota 4000, Heidolph, Schwabach, Germany) and was stored 
in aluminium-wrapped tubes. Subsequently, these tubes were 
placed in an oven dryer and dried for 24 h at 50 °C to ensure 
complete solvent evaporation from the samples. The percentage 
of sample obtained from different solvents was calculated using 
Eq. (1): 

 

Extraction yield (%) = 
Weight of dried extract (g)
Weight of dried sample (g)

 × 100 (1) 

 
Antioxidant Analysis 
Total Flavonoid Content 
The total flavonoid content (TFC) of the sample was determined 

based on the formation of the flavonoid-aluminium complex, as 
described by Awang et al. (2021b). Approximately 1 mg of the 
extract was combined with 1 mL of a 2% methanolic-aluminium 
chloride solution. The complex was allowed to form during a 15-
min incubation period and was subsequently measured at a 
wavelength of 430 nm using a UV-Vis spectrophotometer 
(Lambda 25, PerkinElmer, Waltham, MA, USA). 

 
DPPH Assay 
The DPPH assay was conducted following the protocol outlined 

by Stephenus et al. (2023), with minor adjustments. 
Approximately 1 mL of the extract or ascorbic acid (positive 
control) was combined with 1 mL of methanolic-DPPH solution. 
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The mixture was vigorously agitated and subsequently incubated 
in the absence of light at room temperature for 20 min. The 
decrease in absorbance was measured at 517 nm against a blank 
without DPPH using a UV-Vis spectrophotometer. Afterward, the 
percentage of DPPH radical scavenging activity was determined 
using Eq. (2): 

 

DPPH radical scavenging activity (%) = 
Ac –  As

Ac
 × 100 (2) 

where Ac and As represent the absorbance values of the control 
and sample, respectively. 

 
Brine Shrimp Lethality Assay 
The brine shrimp lethality assay (BSLA) protocol was adapted 

from the method outlined by Benjamin et al. (2022), with slight 
adjustments. Brine shrimp were hatched from brine shrimp eggs 
in an aerated aquarium filled with seawater over a 48-h period. 
Once hatched, the nauplii were collected from a well-lit area, 
ensuring they were free from eggshells, and subsequently used 
for the assay. One hundred nauplii were meticulously transferred 
using a micropipette and glass capillary into a petri dish containing 
20 mL of seawater. 

 
In each petri dish, 1 mL of the sample was added to 20 mL of the 

brine shrimp solution and left at room temperature for 24 h in the 
presence of light. After that, the remaining larvae were 
enumerated using a magnifying glass. The experiment included a 
positive control (potassium dichromate) and various 
concentrations of the extract solution (1000, 500, 300, and 100 
μg/mL), with each set containing three tubes. Mortality (%) was 
calculated using Eq. (3): 

 

Mortality (%) = 
Number of deaths

Total number of individuals
 × 100 (3) 

 
The chronic LC50 (lethal concentration 50), representing 50% 

mortality within 24 h, was used to assess extract toxicity through 
probit analysis, utilising correlated concentrations and fatality 
percentages on a probit scale. 

 
Statistical Analysis 
The data was gathered in triplicate and provided as the mean ± 

standard deviation. Statistical analysis was conducted using IBM 
SPSS Statistics (Version 28). A one-way analysis of variance 
(ANOVA) was used to assess the data, followed by Tukey's 
Honestly Significant Difference (HSD) post hoc test to identify 
significant differences across the samples, with the level of 
significance set at 95% (p < 0.05). For correlation analysis, the 
Pearson correlation coefficient (r) was used. 

 

3. Results and Discussion 
Extraction Yield 
An ultrasonic water bath is a device used in extraction processes 

to enhance the efficiency of extracting compounds from plant 
materials. It operates by subjecting the mixture of solvent and 
plant material to high-frequency sound waves, creating 
microscopic bubbles that implode upon collapsing. This 
phenomenon, known as cavitation, generates intense local 
pressure and temperature changes that aid in breaking down the 
cell walls of the plant and promoting better solvent penetration 
(Santos & Capelo, 2007; Kallioinen & Mänttäri, 2011). Factors 
such as frequency, amplitude, solvent choice, temperature, and 
extraction time influence its effectiveness. The benefits include 
efficient mass transfer, reduced extraction time, selectivity, and 
sustainability due to lower energy requirements (Vilkhu et al., 
2008; Chemat et al., 2017). Hence, this method optimises 
extraction yields while maintaining the quality of extracted 
compounds. 

 
Table 1 presents a comparison of the results obtained from five 

different solvent types used in P. pellucida leaf extracts, showing 
significant differences. Considering how different solvents 
interact with plant compounds, NADES stands out due to its 
strong extraction ability, yielding 17.39 ± 0.04%. This efficacy can 
be attributed to the unique characteristics of NADES, which allow 
it to establish robust interactions with the compounds due to its 
distinct polarity. In contrast, ethyl acetate, characterised by lower 
polarity, yields the least efficient extraction at 2.87 ± 0.15%, 
possibly due to its comparatively weaker solvent-target 
interactions. Distilled water, methanol, and ethanol, which fall 
within the middle range of polarities, show extraction yields of 
8.24 ± 0.05%, 7.46 ± 0.00%, and 6.70 ± 0.02%, respectively, 
indicating their moderate ability to interact with the compounds 
of interest. 

 
Table 1.  Extraction yield of P. pellucida leaf extracts based on 

different solvents 

 
The presented data represent means ± standard deviations from 

triplicates. Distinct letters (within a column) indicate significant 
differences established through one-way ANOVA and Tukey's HSD 
test (p < 0.05). 

 
The choice of solvent significantly influences the extraction 

yield. Solvents with different polarities interact differently with 
the target compounds in plant material (Rezaie et al., 2015). The 
higher extraction yield obtained with NADES can be attributed to 
its distinct polarity, which allows it to effectively interact with the 

Solvent Extraction Extraction Yield (%) 
NADES 17.39 ± 0.04a 

Distilled water 8.24 ± 0.05b 

Methanol 7.46 ± 0.00c 

Ethanol 6.70 ± 0.02d 

Ethyl acetate 2.87 ± 0.15e 
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compounds and facilitate their release (Hikmawanti et al., 2021). 
This study also highlighted that diluting NADES with distilled 
water and increasing the temperature aim to reduce its high 
viscosity, thereby facilitating the extraction process (Shishov et 
al., 2020). Furthermore, surface tension and viscosity are crucial 
factors in ultrasonic extraction. Reduced surface tension and 
viscosity facilitate the formation of explosive cavities. Liquids with 
lower viscosity tend to generate stable foam fractions, while 
those with high viscosity produce larger cavities (Kadoi & Nakae, 
2011; Kallioinen & Mänttäri, 2011). Hence, this enhances the 
diffusion of NADES into plant samples. 

 
On the other hand, solvents with lower polarity, such as ethyl 

acetate, demonstrated lower extraction yields due to their 
weaker interactions with the target compounds. This aligns with 
the findings of Koch et al. (2020), who reported that ethyl acetate 
has limited efficacy as an extraction solvent in different methods. 
The lower extraction yield of ethyl acetate, coupled with its lower 
polarity, could also be influenced by its viscosity. The reduced 
viscosity of ethyl acetate might hinder its ability to effectively 
penetrate plant material and establish strong interactions, 
contributing to the observed lower extraction efficiency (Rezaie 
et al., 2015). Recent studies highlight that solvent polarity 
significantly influences the extraction process, affecting the 
amount and quality of extracted compounds, secondary 
metabolites, and biological activity (Rafińska et al., 2019). These 
findings emphasise the importance of selecting the appropriate 
solvent to achieve better extraction results, particularly in 
obtaining greater amounts of desired compounds. 

 
Antioxidant Activity 
Table 2 presents the outcomes of solvent extraction on P. 

pellucida leaf extracts, including TFC and DPPH scavenging 
activity. Among the solvents used, ethanol proved to be the most 
efficient, yielding the highest TFC value of 18.74 ± 0.10 mg RE/g, 
demonstrating its strong capacity for flavonoid extraction. 
Furthermore, distilled water yielded a TFC value of 17.89 ± 0.05 
mg RE/g, followed by NADES (17.24 ± 0.17 mg RE/g) and methanol 
(16.43 ± 0.02 mg RE/g). Conversely, ethyl acetate yielded the 
lowest TFC value at 4.92 ± 0.02 mg RE/g, indicating its relatively 
limited capacity for flavonoid extraction. These significant 
variations in TFC values highlight pronounced differences in 
extraction efficiency among the solvents. 

 
Table 2.  Antioxidant activity of P. pellucida leaf extracts based 

on different solvents 

The presented data represent means ± standard deviations from 
triplicates. Distinct letters (within a column) indicate significant 
differences established through one-way ANOVA and Tukey's HSD 
test (p < 0.05). 

NA: Not Applicable. 
 
Regarding DPPH scavenging activity (Table 2), the solvents 

demonstrated the following percentages: NADES exhibited the 
highest activity at 83.31 ± 0.03%, highlighting its strong 
antioxidant potential. Meanwhile, ethanol and methanol showed 
comparable DPPH scavenging activities at 79.48 ± 0.03% and 
79.12 ± 0.02%, respectively, indicating their effective free radical 
neutralisation capabilities. Distilled water recorded a DPPH 
scavenging activity of 70.83 ± 0.44%, reflecting variations in 
antioxidant effectiveness. However, ethyl acetate exhibited the 
lowest DPPH scavenging activity at 68.22 ± 0.07%, suggesting its 
relatively limited capacity to counteract free radicals. 

 
Polarity is highly sensitive to changes in water content due to 

hydrogen bonding disruptions, leading to alterations in the 
polarity index. Therefore, polarity is a crucial aspect of NADES and 
is closely related to its solubilising ability. The increased 
antioxidant efficacy of NADES might be attributed to the release 
of hydrophilic phenolic compounds present in P. pellucida leaf 
extracts (Mohammad Salamatullah et al., 2022). The elevated 
antioxidant activity in NADES can also be attributed to its unique 
blend of choline chloride and lactic acid, forming deep eutectic 
solvents. This combination strengthens hydrogen bond 
interactions and polarity, facilitating efficient electron donation 
to counteract DPPH radicals (Doldolova et al., 2021). The notable 
polarity of NADES further assists in dissolving and extracting 
hydrophilic antioxidants from the sample, resulting in better 
scavenging activity when compared to solvents such as ethyl 
acetate. The distinct composition and polarity of NADES enhance 
its ability to engage with DPPH radicals, making it a promising 
solvent choice for antioxidant studies. 

 
Distilled water exhibits slightly lower DPPH activity than NADES 

due to its lack of solute compounds. In contrast, NADES contains 
choline chloride and lactic acid, which enhance hydrogen bond 
interactions and polarity (Ling et al., 2020). These components 
contribute to electron donation against DPPH radicals, leading to 
increased antioxidant activity (Jurić et al., 2021). On the other 
hand, the higher polarity of distilled water and the absence of 
these solutes hinder its ability to interact with and neutralise 
DPPH radicals as effectively as NADES. Meanwhile, methanol and 
ethanol exhibit similar DPPH radical scavenging activities due to 
their moderate polarity, allowing them to interact moderately 
with DPPH radicals and demonstrate noticeable scavenging 
activity (Liu et al., 2018). However, their DPPH activity is weaker 
compared to NADES, possibly due to differences in specific 
polarities and interactions with DPPH radicals. 

 

Solvent 
Extraction 

TFC (mg RE/g) DPPH (%) 

NADES 17.24 ± 0.17c 83.31 ± 0.03b 

Distilled water 17.89 ± 0.05b 70.83 ± 0.44d 

Methanol 16.43 ± 0.02d 79.12 ± 0.02c 

Ethanol 18.74 ± 0.10a 79.48 ± 0.03c 

Ethyl acetate 4.92 ± 0.02e 68.22 ± 0.07e 

Ascorbic acid NA 95.01 ± 0.06a 
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As shown in Table 3, the correlation analysis between TFC and 
DPPH revealed a moderate positive correlation, with an r value of 
0.67. This finding indicates a significant relationship between 
flavonoids (TFC) and antioxidant activity (DPPH) in P. pellucida leaf 
extracts from different solvents. 

 
Table 3.  Correlation analysis between TFC and DPPH of P. 

pellucida leaf extracts. 

* Correlation is significant at the 0.01 level (2-tailed).  
 
The moderate positive correlation indicates that as TFC 

increases, DPPH scavenging activity tends to increase as well. This 
aligns with the general understanding that flavonoids are often 
associated with antioxidant properties, and higher flavonoids may 
contribute to enhanced free radical scavenging abilities (Aryal et 
al., 2019). Notably, although NADES ranked third in TFC among 
the solvents, it exhibited the highest DPPH scavenging activity. 
While the correlation is moderate, additional factors beyond 
flavonoids could also influence antioxidant activity, including the 
presence of other bioactive compounds such as phenolics (Aryal 
et al., 2019). 

 
Toxicity 
As noted by Benjamin et al. (2022), in relation to the BSLA, the 

toxicity categorisation for plant extracts is as follows: extracts 
with LC50 values exceeding 1000 μg/mL are deemed non-toxic; 
those ranging from 500 μg/mL to 1000 μg/mL exhibit mild toxicity; 
and extracts with LC50 values below 500 μg/mL are classified as 
toxic. This assay is commonly used to determine whether an 
extract ranges from toxic to non-toxic, serving as a preliminary 
screening for cytotoxicity or safety for consumption (Adelegan et 
al., 2023; Kharisma et al., 2023). Hence, Table 4 presents the 
toxicity of P. pellucida leaf extracts with various solvents using 
BSLA. Based on the findings, both NADES and distilled water 
displayed LC50 values > 1000 μg/mL, implying that at 
concentrations above this threshold, these solvents exerted a 
non-toxic effect on the test organisms. Conversely, methanol and 
ethanol had significantly lower LC50 values of 403.66 μg/mL and 
198.45 μg/mL, respectively, indicating mild toxicity. Ethyl acetate 
exhibited the lowest LC50 at 129.90 μg/mL, indicating toxicity 
compared to the other solvents. These results highlight the 
diverse toxic effects of different solvents on the test organisms. 

 

Table 4.  BSLA of P. pellucida leaf extracts based on different 
solvents 

 
The high toxicity observed in methanol and ethanol, with LC50 

values below 500 μg/mL, can be attributed to their properties as 
common organic solvents. These solvents interact with living 
systems, resulting in toxicity (Popovici et al., 2021). Similarly, ethyl 
acetate, which is less polar, exhibited higher toxicity, with an LC50 
value of 129.90 μg/mL due to its distinct properties and 
interactions with organisms. Its lower polarity might influence 
how it interacts with organisms, potentially harming cells and 
metabolic processes (Al-Saeedi et al., 2017). The increased 
toxicity of ethyl acetate underscores its unsuitability for 
applications requiring low toxicity. In contrast, NADES and 
distilled water exhibited no toxic effects, even at concentrations > 
1000 μg/mL, highlighting their potential suitability for various 
applications without posing substantial harm to organisms. This 
can be attributed to their unique compositions and low toxicity 
profiles, making them safe choices for use in environments where 
minimising harm to living organisms is crucial (Benjamin et al., 
2022; Usmani et al., 2023). 

 
The aim of the BSLA was to assess the functional properties of P. 

pellucida leaf extracts. However, a notable gap in global 
knowledge exists regarding the impact of solvent extracts on the 
toxicity of these extracts. This study employs the BSLA as a reliable 
method for the initial assessment of extract toxicity (Ntungwe N 
et al., 2020). Additionally, the BSLA results for P. pellucida leaf 
extracts are compared using different solvents to explore their 

Solvent 
Extraction 

Concentration 
(μg/mL) 

Mortality 
(%) 

LC50 (μg/mL) 

NADES 1000 9 1597.62 
500 6 
300 2 
100 0 

Distilled 
water 

1000 10 1561.44 
500 5 
300 3 
100 0 

Methanol 1000 70 403.66 
500 50 
300 40 
100 30 

Ethanol 1000 80 198.45 
500 70 
300 50 
100 40 

Ethyl acetate 1000 100 129.90 
500 100 
300 70 
100 40 

Potassium 
dichromate 

1000 100 300.66 
500 40 
300 30 
100 20 

 DPPH 
r p-Value 

TFC 0.67* 0.00 
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potential medicinal value for future development as functional 
food ingredients. The ultimate goal is to formulate products with 
pharmaceutical and nutraceutical properties. Notably, NADES and 
distilled water exhibit no harmful effects, even at concentrations 
> 1000 μg/mL, indicating their potential suitability for various 
applications without causing significant harm to organisms. 
Further investigations could explore their in vivo effects using 
animal models. 
 

4. Conclusion 
Overall, NADES stands out as the superior solvent, delivering the 

highest extraction yield, remarkable antioxidant potential, and 
non-toxic attributes for P. pellucida leaf extracts. NADES emerges 
as the optimal solvent for P. pellucida leaf extraction, yielding 
both the highest crude extract and moderate TFC. This solvent 
also exhibits the most potent antioxidant activity, attributed to its 
ability to control DPPH reactivity kinetics. Notably, NADES 
demonstrates exceptional non-toxicity, as indicated by an LC50 of 
1597.62 μg/mL in the BSLA. Therefore, these results highlight the 
promising role of NADES in advancing therapeutics by harnessing 
the medicinal value of the plant. 
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Geoelectric Assessment of Regolith Aquifer and Its Vulnerability, in a Typical Basement 
Complex Terrain, Southwestern Nigeria  
Wilfred N. Igboama1a*, Morufu T. Aroyehun2b and Olaide S. Hammed3a 

 
 

Abstract: Assessment of groundwater potential cum regolith aquifer protective strength was carried out using the electrical resistivity 
method at Ikole Ekiti, Southwestern Nigeria, to assess its viability and susceptibility. The Vertical Electrical Sounding (VES) technique using 
the Schlumberger array was adopted. The acquired data was partially curve-matched, forward-modelled, and iterated using WinResist 
version 1.0 software. Charts, para sections, tables, and maps were generated from the results obtained to aid interpretations. The KH 
curve type, which indicates good protective capacity, is more predominant in the study area than other curve types. Parasections showed 
four (4) geoelectric layers, i.e., topsoil, upper saprolite, lower saprolite, and sap rock. A weathered layer is the principal aquifer unit 
identified in the area; it is appreciably thick, and the basement is fresh. The thickness of regolith ranges from 2 to 56 m, with an appreciable 
thickness that can sustain moderate groundwater yield in the southern region of Ikole. The layer above the regolith aquifer has an average 
thickness slightly below 20 m; therefore, areas without lateritic cover will be prone to pollution. The strength of the regolith aquifer was 
assessed by employing longitudinal conductance (LC) and Geoelectric Layer Susceptibility Index (GLSI) ratings. The inherent weakness of 
the LC rating (not accounting for the lateritic nature of soil) was complemented by the GLSI rating. The southern region of the study area 
where groundwater is feasible is evaluated to have moderate protective capacity. Therefore, sources of pollution, such as septic tanks 
and dump sites, should be located far away from the area. 
 
Keywords: Aquifer, geoelectric, longitudinal conductance, protective capacity, susceptibility. 

 
1. Introduction 

Geophysical methods and techniques are relevant in 
groundwater studies, environmental impact assessment (EIA), 
and engineering site investigation (Ademilua et al., 2014). The 
survey by Olorunfemi and Fasuyi (1993) has shown that 
geophysical explorations could be successfully applied in 
developing groundwater feasibility plans at both small and large 
scales for assessing groundwater flow path. Humans' unavoidable 
need for water for daily activities has led hydro scientists both in 
the past and present to design and develop different geophysical 
methods and techniques used today to explore and exploit 
groundwater. Examples are gravity, seismic, magnetic, electrical, 
electromagnetic methods, and most recently, Surface Nuclear 
Magnetic Resonance (SNMR). 

The significance of water to human life and survival on earth 
cannot be evaluated. Many countries, including Nigeria, suffer 
from inadequate quantity and quality of fresh surface water, and 
therefore, the resolve to explore and exploit the abundant 
groundwater reserves becomes eminent. As groundwater 
becomes necessary for living activities and human consumption, 
geophysical methods and techniques are important for 
exploration, exploitation, and development. Integrating surface 

and subsurface geophysical measurements can go a long way in 
helping delineate groundwater occurrence, dynamics, and 
associated geologic formation.  

Numerous researchers, such as Ademilua et al., 2014 Akana et 
al., 2016 Alabi et al., 2016 and Farid et al., 2017, have carried out 
geophysical projects and research to delineate the properties of 
subsurface lithological units to examine their hydrogeological 
significance. Authors such as Srinivasan et al., 2013 Akintorinwa 
and Olowolafe 2013; Kamlesh and Shukla (2014) have specifically 
conducted studies on groundwater potential and vulnerability 
using geoelectrical methods. This has proven to be one of the 
most valuable tools in delineating groundwater (Ndatuwong & 
Yadav, 2015). Electrical resistivity has been classified as one of the 
most effective and efficient methods for assessing and exploiting 
groundwater (Hasan et al., 2018). Agbasi and Edet (2016) have 
determined the aquifer geometry, depth to the water table, and 
groundwater quality by analysing the apparent resistivity 
measured from the electrical survey. 

The availability of potable water is a serious problem that is 
faced not only by rural communities but also by developing 
regions of the world at large today. The influx of the university 
community to the study area and the nonfunctional rural water 
schemes have limited the available water resources. Therefore, 
there is a need to explore the groundwater potential of the 
regolith aquifer using geophysical methods, as well as the 
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vulnerability of the aquifer since regolith aquifers are vulnerable 
to pollution. The most common rating for aquifer vulnerability in 
Southwestern, Nigeria basement complex is the Longitudinal 
Conductance rating, Adebo et al., (2021); Ayuk, (2019); 
Eyankware et al., 2020; Nwosu and Chinaka (2021), but the 
existence of resistive lateritic layer (of high protective capacity) 
which distort the longitudinal conductance ratings (Oni et al., 
2017; Ayodele et al., 2022) necessitates the integration of 
geoelectric layer susceptibility index (GLSI) to compensate for the 
inherent weakness of longitudinal conductance rating in aquifer 
vulnerability mapping. The specific objectives of this research are 
to identify geoelectric layers and their thickness for regolith 
aquifers across the study area and to assess the vulnerability of 
the aquifer using LC and GLSI ratings. 
 
2. Location and Accessibility of The Area  

The study area, Odo Oro, Ikole, is in southwestern Nigeria 
(Figure 1). It lies within latitudes 70 46ʹ16ʹʹN to 7048ʹ43ʹʹN and 
longitudes 50 30ʹ 51ʹʹE to 50 32ʹ 29ʹʹE. It covers 321 km2 and is 
approximately 555m above sea level. The area can be accessed 
through main roads, minor roads, and footpaths.  

 

Relief, Climate and Drainage 
The area is located in an undulating terrain within the tropical 

region of southwestern Nigeria, which has two seasons:  wet 
season (March to October) and dry season(November to 
February). The average monthly temperature, humidity, and 
annual rainfall are 280C, 70%, and 1800mm, respectively, 
Rahaman (1988). The dendritic study area has a drainage pattern 
indicating a uniform response of underlying rocks to water 
absorption. 

 
Geology of the Study Area 
Many great scholars have worked on the geology of Nigeria, 

particularly on Nigeria's basement complex; among such works 
are the ones of Odeyemi (1977), Grant (1978), and Bayowa et al., 
2016. Odeyemi (1977) remarked that southwestern Nigeria lies 
within the basement complex and classified the rock within the 
region as migmatite-gneiss of Precambrian origin. Grant (1978) 
opined that the occurrence of geological structures is of tectonic 
origin. The geological fissures herein deform the caprock and 
create discontinuities that promote g, groundwater accumulation 
and storage capacity. The prominent rock types in the study area 
are migmatite gneiss, granite, and charnokite. 

 
 

 

The Study Area

 
Figure 1. Geological Map of Ekiti highlighting major rock groups 

 

3. Methodology 
A Vertical Electrical Sounding (VES) technique using a 

Schlumberger array was adopted to investigate how resistivity 
varies with depth at each station point (Figure 2). The 
Schlumberger array was adopted for this survey because of its 
effectiveness in subsurface investigation and high penetration 
depth (Keller and Frishchncht (1996); Abudulawal et al., 2015; 
Anomohanran et al., 2017).  

Twenty-seven (27) VES stations were equally spread across the 
area to map the geological sequence (Fig. 3). Half current 
electrode spacing (AB/2) was used and varied from 1m to 75 m. 
Vertical Electrical Sounding (VES) data were processed and 
interpreted quantitatively via partial curve matching techniques. 
Vander Velpen (2004) involves layer-by-layer fitting of field curves 
and theoretical curves starting from small electrode spacing. 
Geoelectric parameters obtained from the partial curve matching 
were employed as an initial model using WinResist version 1.0 
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(Oladapo & Akintorinwa, 2007) for forward modelling. The 
geoelectric parameters obtained from the iteration were used to 
draw geoelectric parasections (Figure 3), charts, and maps. 
Longitudinal Conductance (LC) and Geoelectric Layers 
Susceptibility Index (GLSI) ratings were calculated to determine 
the vulnerability of the aquifer as shown in equations (1) and (2), 
respectively. 

 

𝐿𝐿𝐿𝐿 = ℎ1
𝜌𝜌1

+ ℎ2
𝜌𝜌2

+ ℎ3
𝜌𝜌3

+ ⋯+ ℎ𝑛𝑛
𝜌𝜌𝑛𝑛

…………………………. (1),  

Abiola et al., (2009) 
 
Where hi stands for the thickness of layers above the aquifer 

thickness and ρi is the resistivities of layers above the aquifer. LC 
of 0.7 and above indicates good to excellent protective capacity.  

 
𝐺𝐺𝐿𝐿𝐺𝐺𝐺𝐺 = (((𝜌𝜌1𝑟𝑟 + ℎ1𝑟𝑟)/2)) + ((𝜌𝜌2𝑟𝑟 + ℎ2𝑟𝑟)/2)) + ⋯+

((𝜌𝜌𝑛𝑛𝜌𝜌+ℎ𝑛𝑛𝜌𝜌
2

))/2 ))/𝑁𝑁)))……. (2) 

Ugwu et al., 2016. 
 

ρ1r stands for resistivity index rating of layer 1, 
h1r stands for thickness index rating of layer 1, 
ρ2r stands for resistivity index rating of layer 2, 
h2r stands for thickness index rating of layer 2, 
ρnr stands for the resistivity index rating of the nth layer 
hnr is the thickness index rating of the nth layer,  
while N is the numeric value of geoelectric layers upon the 

aquifer. Index ratings are shown in Table 1 below. 
 

Table 1. Geoelectric Susceptibility Index ratings (Oni et al., 
2017). 

Lithology Apparent Resistivity Vulnerability Index 
Laterite >401 1 
Lateritic Sand 151-400 2 
Sand 101-150 4 
Clayed Sand 51-100 3 
Sandy Clay 20-50 2 
Clay < 20 1 
 
Table 2. Geoelectric Susceptibility index of layer thickness (Oni 

et al., 2017) 
Thickness  Index Rating 
˃20   1 
5 – 20   2 
2 – 5   3 
˂ 2   4 
GSLI between 1.0 to 1.99 means low vulnerability; 2.0 to 2.99 

indicates moderate vulnerability; 3.0 to 3.99 indicates high 
vulnerability, while 4.0 and above is extreme vulnerability Ugwu 
et al., 2016. 

 
Figure 2. Vertical Electrical Sounding Diagram 

 
Figure 3. VES Points on the Study Area. 

 

3. Discussion of Results 
VES Curve Types 
The twenty-seven (27) VES stations occupied generated 

resistivity sounding curves that varied from 3-layer (H and A) to 4-
layers (KH, HA, and AA) as shown in Table 3, and the samples of 
the curve types are presented in Figures 4-8. Figure 9 shows the 
frequency of the occurrence of each curve type; the curves were 
characterised according to their signatures and mirrored the 
subsurface's layering. The predominant curve type is KH, as 
highlighted in Figure 6, which depicts a good aquifer protective 
capacity. KH curve type is one of the signatures of a confined 
weathered layer/fractured basement aquifer, Olorunfemi and 
Fasuyi (1993). HA and H curve types could also be suitable regolith 
aquifers depending on the thickness of each layer. Figure 9 shows 
the occurrence of each curve type across the study area, while 
Figure 10 shows how the curve types are distributed relative to 
the topography of the study area. 
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Table 3. Geoelectric Characteristics of VES stations 

S/N VES Longitude Latitude Elevation ρ1 ρ2 ρ3 ρ4 ρ5 h1 h2 h3 h4 Curve 
Type 

1 15 5.509681 7.785528 578 33 199 54 180 - 0.5 4.1 9.8 - KH 

2 16 5.512083 7.777361 579 147 1079 77 936 - 0.7 2.1 15.2 - KH 

3 17 5.514278 7.777278 582 188 1005 335 1756 - 0.4 4.2 37 - KH 

4 18 5.513056 7.782778 585 146 91 218 2736 - 0.7 1.8 14.1 - KH 

5 22 5.511889 7.793333 560 53 45 147 1172 - 0.5 7.3 12.7 - HA 

6 24 5.520889 7.794333 579 190 355 450 6680 - 0.4 3 8.1 - AA 

7 25 5.523972 7.793222 583 107 499 165 546 - 0.7 1.2 8.2 - KH 

8 26 5.516333 7.790778 567 51 41 42 142 - 3.3 5.8 9.7 - HA 

9 27 5.511361 7.787889 575 101 228 31 115 801 1.2 0.4 7.5 5.8 KHA 

10 28 5.515694 7.78578 588 169 288 557 - - 0.9 1.3 - - A 

11 30 5.525222 7.789278 590 1157 933 541 2902 - 2.7 7.2 45.3 - QH 

12 51 5.511111 7.811694 566 234 232 540 9414 - 1.5 3.2 27.2 - HA 

13 52 5.512974 7.808194 567 208 396 210 290 - 0.8 2.6 12.8 - KH 

14 53 5.516722 7.810556 557 209 765 51 6474 - 0.9 0.7 13 - KH 

15 54 5.516667 7.804806 572 208 114 1470 - - 1 6.2 - - H 

16 56 5.523806 7.796139 589 89 177 534 1228 - 1 6 1 - AA 

17 57 5.512056 7.798757 557 86 294 63 547 - 0.8 0.7 8.6 - KH 

18 58 5.515556 7.801389 575 221 2856 135 65 - 0.5 1.5 7.7 - KQ 

19 59 5.522806 7.802778 588 362 748 1383 2886 - 0.5 5 6.3 - AA 

20 61 5.527639 7.80075 586 55 294 86 241 - 0.6 3.3 22 - KH 

21 62 5.530833 7.801917 581 34 143 73 893 - 1 4.7 9.3 - KH 

22 63 5.534667 7.803694 591 218 415 153 2813 - 1.1 3.9 9.2 - KH 

23 64 5.539111 7.804361 591 61 210 311 904 - 0.9 0.3 8.5 - AA 

24 65 5.532639 7.799528 597 173 813 547 6125 - 0.4 2.9 12 - KH 

25 66 5.530917 7.795944 588 127 369 1441 - - 0.9 6.9 - - A 

26 67 5.535278 7.792833 586 304 984 377 4345 - 0.6 7 32 - KH 

27 68 5.537889 7.790139 575 312 283 4502 - - 0.9 3.1 - - H 
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Figure 4. HA Curve type in the area Figure 5. H Curve type in the Study Area 

  
Figure 6. KH Curve type in the area Figure 7. AA Curve type in the Study Area 

  
Figure 8. A Curve type in the area Figure 9. Occurrence of Curve Types in the Area 
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Figure 10. VES Curve (Ohms) Types and their elevation (meter) across the Study Area  

 
Regolith Thickness Map  
The regolith thickness, i.e., the depth to the rock head, is 

a significant factor controlling groundwater accumulation in 
any basement Complex region. The regolith thickness or 
overburden in the present study varies from 2 to 56 m 
across the area, as depicted in Figure 11, which, according 
to the claims of Oyedele and Olayinka (2012), Ademilua and 

Eluwole (2013) that the depth of overburden ranges from 1 
m to 80 m in southwestern Nigeria. Ademilua and Eluwole 
(2013) suggested a depth of overburden of 25 m for good 
groundwater development around the region (of study). 
Therefore, the southern region of this investigation should 
be noted for groundwater development, as shown in Figure 
11. 

 

 
Figure 11. Regolith thickness across the Study Area (meters) 
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Geoelectric Sections  
Three (3) geo-sections were established in the study area. 

Figures 12, 13, and 14 showed 2-D geoelectric sections 
along traverses 1, 2, and 3, respectively. TR1 relates VES 16, 
27, 22, 57, and 51 (Fig. 11); TR2 relates VES 68, 67, 66, 61, 
59, and 53 (Fig. 12); and TR3 relates VES 27, 26, 24, 56, 62 
and 63(Fig. 14). The geo-sections showed four layers as 
topsoil, lateritic layer, weathered layer, and fresh 
basement. These sections depict thickness and respective 
resistivity values; the geoelectric sections were 
characterised as follows.  

i. Topsoil - this has resistivity values ranging from 33 
- 362 Ω-m. The topsoil has a thickness of 0.4 to 3.3 
m. 

ii. Upper Saprolite: The upper saprolite is lateritic in 
nature. Its resistivity value ranged from 199 - 984 
Ω-m, having a thickness of 0.7 to 3.1m. 

iii. Lower Saprolite: The lower saprolite is weathered 
and saturated. Its resistivity values vary from 42 - 
138 Ω-m with a thickness ranging between 1.5m 
– 10.0 m.  

iv. Saprock: This layer registered resistivity that 
varied from 142 to 9141 Ω-m. 

 
 
Layers Thickness above the Aquifer 
The thickness of the aquifer layers, among other factors, 

determines the rate at which the aquifer gets polluted by 
the surface contaminant. The higher the thickness, the 
higher the protective capacities, assuming all other 
conditions are constant. The southwestern region of the 
area under investigation has the highest thickness, as 
shown in Figure 15, which is also correlated by layers 
dominated by KH curves. The thickness of the above aquifer 
layer and the geological composition of these layers 
determine the ease with which the aquifer gets polluted. 
The southwestern region of the study area should be 

considered for groundwater potential development to 
avoid pollution. 

 
Longitudinal Conductance (LC) 
The longitudinal conductance of the layers above the 

aquifer was calculated to determine the protective capacity 
of the aquifers at each VES point. The protective ability of 
the area is generally poor according to the longitudinal 
conductance rating. A longitudinal conductance map was 
generated, as shown in Figure 16, to provide an overview of 
the aquifer's protective capacity in the entire investigation 
region. The southwestern part of the area has moderate 
aquifer protective capacity, which correlates with the area's 
highest depth of the aquifer layers. The aquifer protective 
capacity is characterised by the values of the longitudinal 
conductance unit of rocks' regolith (thickness). In the 
present study, the longitudinal unit of conductance 
obtained ranged between 0.02 to 0.44 mhos resulting in the 
classification of this region as having low to moderate 
protective capacity as shown in Figure 16 while the region 
having longitudinal unit of conductance ranged between 
0.1 – 0.19 is classified as area of weak protective capacity 
Rahaman (1988); Odeyemi(1977) and Grant (1978) while 
0.7 - 4.9 is classified as good protective capacity, although 
not obtained in this present study. 

 
Geoelectric Layers Susceptibility Index (GLSI) 
In order to examine the inherent weakness in the 

longitudinal conductance rating of the aquifer protective 
capacity, GLSI was used as it considers the existence of a 
lateritic layer in the Nigeria Basement Complex. A GLSI map 
was generated to give an overall view of the aquifer 
protection ability in the entire area, as shown in Figure 17. 
Figure 17 shows that unlike in the southern part, highly 
vulnerable aquifers in the northern and western areas could 
be protected by appreciable thickness of lateritic layer (LC 
does not account for that).
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Figure 12. Geo-section of Traverse One (1) 
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Figure 13. Geo-section of Traverse Two (2) 
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Figure 14. Geo-section along Traverse Three (3) 

 

Figure 15. Layer thickness above the aquifer (meters). 
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Figure 16. Longitudinal Conductance (Ohms-1), Map of the Study Area. 

 

Figure 17. Geoelectric Layers Susceptibility Index (GLSI) Map 
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4. Conclusion 
Groundwater aquifer potential and protective capacity 

evaluation at Ikole Ekiti, Southwestern Nigeria, used an electrical 
resistivity method to determine its viability and susceptibility. The 
Vertical Electrical Sounding (VES) technique was employed, and 
the Schlumberger configuration was adopted. The data obtained 
was partially curve-matched and iterated using WinResist 
software. The processed results were employed, and charts, 
geoelectric sections, tables, and maps were generated to aid in 
interpreting the results.  

The thickness of the regolith was appreciable and ranged from 
2 to 56 m, which can sustain moderate groundwater yield in the 
southern region of the area. The weathered layer is the principal 
aquifer unit in the area, as it is appreciably thick and has a fresh 
basement. Since the layer thickness above the aquifer is less than 
20 m, areas without lateritic cover will be prone to pollution.  

The study area's KH curve types are predominant, indicating 
good protective capacity. The geoelectric sections showed four 
(4) layers, i.e., topsoil, lateritic, weathered, and fresh basement 
rock. The lateritic layer has high porosity but very low 
permeability, making it a good layer to protect the aquifer from 
surface pollutants. The longitudinal conductance rating and 
Geoelectric Layer Susceptibility Index (GLSI) rating were 
employed to assess the aquifer's protective ability. The 
longitudinal conductance map showed a southwestern area with 
moderate protective capacity, whereas the GLSI map showed the 
southern part as a region with moderate to low vulnerability. The 
inherent weakness of the longitudinal conductance map was 
complemented by the Geoelectric Layer Susceptibility Index 
(GLSI) map. Considering the resistivity results alongside the maps 
obtained using the two models employed, the southern region of 
the study area is most viable for groundwater exploitation with 
moderate to low vulnerability. In contrast, groundwater projects 
in the northern region can only occur after due consideration for 
contamination mitigations. 
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The Resolution and Sensitivity Function of Electrode Arrays in 2D Resistivity Imaging 
Technique 
Ahmed S. Al-Zubedi 1a and Zaidoon T. Abdulrazzaq 2b* 
 

 

Abstract: Two synthetic models are employed to assess the relationship between resolution and sensitivity function of electrode arrays: 
Dipole-Dipole, Pole-Dipole, Wenner-Schlumberger, and Wenner arrays. Both models were designed with a survey line length of 100 m 
and minimum electrode spacing of 0.5 m. Each model includes two rectangular structures measuring 3 meters in length and 2 meters in 
width, positioned at depths from 4.44 meters to 6.44 meters. These structures are separated by 3 meters and 6 meters, respectively. 
After generating over 20 inverse models, the results indicated that electrode array resolution is not related to the sensitivity function but 
depends on the separation distance between subsurface structures rather than electrode spacing. Additionally, increased data coverage 
does not correlate with resolution, as higher measurement density failed to differentiate between separate structures. These factors 
cannot be considered significant or influential in developing a high-resolution model. Therefore, we recommend combining other 
geophysical methods with this technique when investigating subsurface structures separated by small distances. 
 
Keywords: Resolution, sensitivity function, electrode arrays, 2D resistivity imaging technique.  

 
1. Introduction 

One of the greatest near-surface geophysical techniques is the 
electrical resistivity method, which is commonly applied to 
investigations in mining, hydrogeology, environmental science, 
geotechnical engineering, and civil engineering (Storz et al., 2000; 
Zhou et al., 2004; Al-Zubedi & Thabit, 2016). The best reviews of 
electrical resistivity tomography (ERT) are provided by Dahlin 
(2001), Auken et al. (2006), and Loke et al. (2013). This method 
includes several techniques typically conducted using more than 
ninety electrode arrays (Szalai & Szarka, 2008). However, the 
most commonly used electric arrays do not exceed ten arrays. 
This method encompasses various techniques; 2D and 3D 
resistivity techniques are valuable tools and provide crucial 
insights into subsurface imaging. Dipole-dipole, Schlumberger, 
Wenner, Pole-dipole, Pole-pole, Multiple gradient, and Wenner-
Schlumberger arrays are most widely used in these techniques 
(Al-Zubedi, 2015). Various factors, including target depth, array 
sensitivity functions, and array resolution, influence the selection 
of the optimal array for electrical resistivity surveys (Roy & 
Apparao, 1971; Loke, 2012). Accurately determining the 
sensitivity function plays a crucial role in obtaining precise 
measurements of material resistivity, making it essential in 2D 
and 3D resistivity imaging techniques. The sensitivity function of 
electrode arrays in 2D and 3D resistivity imaging techniques 
depends on several factors, including electrode distribution, 
material type, and imaging technique (3D or 2D) (Neyamadpour, 

2010; Aizebeokhai, 2009). Sensitivity is the smallest absolute 
change that a measurement can detect, making it an absolute 
quantity. The value indicates how much the resistivity of a 
subsurface portion will change, affecting the potential that the 
array measures. The effect of the subsurface zone on the 
measurement increases with sensitivity function value and 
depends on electrode placement (Loke, 2012). It reflects the 
resolution and investigation depth for each array (Chitea & 
Georgescu, 2009), while array resolution refers to their ability to 
distinguish and characterize subsurface features with clarity. 
Resolution varies significantly based on technique type, array 
used, subsurface material electrical properties, equipment, and 
data processing methods.The resolution enhancement plays a 
crucial role in enhancing the quality of resistivity imaging (Loke, et 
al., 2015). Modern electrode design optimization methods 
significantly improve the accuracy of 2D resistivity imaging 
surveys (Al Hagrey, 2012). These optimized arrays enable better 
differentiation of subsurface structures, such as groundwater 
flow paths, fractures, and rock layers.  

Resolution enhancement works to maximize spatial resolution 
while minimizing data acquisition time. Thus, optimized datasets 
can achieve high resolution with fewer data points, particularly in 
the interwell region of borehole surveys. The sensitivity function 
indicates how changes in resistivity relate to environmental 
variables (e.g., soil type, moisture), and by optimizing electrode 
arrays, we enhance sensitivity to specific subsurface features. 
Consequently, this leads to more accurate imaging of geological 
structures and anomalies (Loke et al., 2007; Jiang et al., 2021). 
Some arrays provide better resolution for vertical changes in Authors information: 
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resistivity, while others provide better resolution for horizontal 
changes. If we understand the most important influencing factors, 
we should use the most appropriate array to obtain the best 
results. This study evaluates variables that directly affect 
electrode array sensitivity, resolution capability, and the ability to 
determine subsurface properties to enhance array resolution. 

 
2. Theoretical Background   

The application of resistivity imaging techniques has been 
increasing over the years in areas associated with environmental 
studies, groundwater prospection, mining, monitoring, and other 
applications which require better mapping of sites in a fast and 
efficient way (Giang et al., 2018; Loke et al., 2021; Al-Awsi & 
Abdulrazzaq, 2022). In particular, dual electrode arrays such as 
Dipole-Dipole have been most commonly used to perform 
surveys in 2D and 3D (Prakash et al., 2022). One of the main 
problems associated with Dipole-Dipole and any type of dual 
electrode arrays is their relatively low resolution and sensitivity 
function for certain separation values between electrodes used in 
data acquisition, resulting in degradation of the final image and 
considerable error in the estimated image (Abed et al., 2020). 

To address the problem of low resolution and sensitivity 
function in images obtained from dipole-dipole electrode arrays, 
the research community has been studying and proposing 
alternatives with two or more steps for image reconstruction. One 
strategy uses electrodes with guarding configurations, such as 
pole-pole and pole-dipole in the first step and dipole-dipole in the 
second step. The cost and additional time required to perform 
these surveys are the main disadvantages in systems using pole-
pole and pole-dipole configurations. Moreover, after 

implementing these configurations, the dipole-dipole still retains 
its main limitation. Other models proposed in the literature have 
resolution requirements compatible with dipole-dipole. However, 
shortcomings related to decreased accuracy remain present 
(Gharibi et al., 2005; Kiflu, et al., 2016; Simyrdanis, et al., 2021). 

Several papers and studies conducted to determine factors 
affecting resolutions and array's sensitivity functions of 2D and 3D 
resistivity techniques in identifying subsurface targets were 
analyzed and discussed in this paper to identify the most 
significant factors. The spatial resolutions of these techniques in 
determining subsurface features were also analyzed and 
discussed. 

 
Sensitivity Function 
The array's sensitivity function is a numerical value that 

indicates how much a change in a survey area's resistivity affects 
the potential measured by the array, which means that the 
sensitivity function depends on the geometric factor of the 
electrode arrangement. In other words, it is based on the relative 
positions of the array electrodes. The Fréchet derivative is used to 
theoretically calculate this value for a homogeneous half-space 
(McGillivray & Oldenburg, 1990). 

Referring to a conventional four-electrode array comprising two 
current electrodes and two potential electrodes, as shown in 
Figure (1), the sensitivity function can be computed using the 
straightforward equation provided by Roy and Apparao (1971): 

 

F 1D (z) = 2
𝜋𝜋 

×  𝑍𝑍
�(𝑎𝑎2+4𝑧𝑧2)

 ………………………..……………… (1) 

  

 

 
Figure 1. Calculate the sensitivity function for an array of four electrodes (Wiener array) at position ḑ(x,y,z) within a half-space. 

 
   In 2D resistivity imaging surveys, the sensitivity function of a 

homogenous half-space of the different arrays can be calculated 
by the equation given by Loke and Barker (1995) :   

 

F2D (x , z)  = 𝜋𝜋 � 1
2𝛼𝛼3

− 3𝑎𝑎2

16𝛼𝛼5
� , with 𝛼𝛼 = 0.25𝑥𝑥𝑥𝑥2 + 𝑧𝑧2 ……………..(2) 

 
These equations, which are generally referred to as the depth-

investigation characteristic, have been utilized by many 
researchers to determine the characteristics of diverse arrays in 

resistivity surveys, both 1D and 2D (Edwards 1977, Barker 1991, 
Merrick 1997). According to Parker (1991) and Edwards (1977), 
"median depth of investigation" provides a more reliable 
approximation. The sensitivity function and depth must be 
integrated to determine the median depth of investigation. With 
electrode spacing (a) equal to one meter, the Wenner array's 
sensitivity function and median depth of investigation equals 
0.1730, as shown in Figure (2). 
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Figure 2. Showed the median depth of investigation and sensitivity function for a Wenner array with a one-meter electrode spacing (a). 

 
The Resolution of Array 
The resolution of electrical arrays can be described as the 

capacity of an array to distinguish two separated targets with a 
minimum distance between them, such that the two targets can 
be separately recognized instead of appearing as one target. The 
resolution can be classified into two types: vertical and horizontal 
resolution. The array's vertical resolution refers to its capacity to 
distinguish between two targets located at different depths. 
Conversely, horizontal resolution describes how two neighboring 
targets can be positioned horizontally and still be distinguished as 
two distinct targets rather than one (Kallweit & Wood, 1982). 

In mathematics, the Fréchet derivative used in calculating the 
sensitivity function is defined as the derivative of a function 
between two Fréchet spaces. It is sometimes known as the strong 
derivative and can be seen as a generalization of the gradient to 
arbitrary vector spaces (Long, 2009). Loke (2012) provided an in-
depth analysis of the sensitivity patterns of different arrays. 
According to Okpoli (2013), the sensitivity pattern is the crucial 
factor in determining the imaging capability of an electrode array. 
When comparing these arrays' sensitivity levels, the maximum 
sensitivity values are closest to the electrodes of the various 
arrays and decrease with depth. In other words, these arrays have 
lower resolution because the sensitivity function has a graduated 
value that depends on the distances between the electrodes, 
particularly the potential electrodes' distance from the nearest 
current electrode. The value gradually decreases as the distance 

between the electrodes increases. Since the final results of 2D and 
3D resistivity imaging surveys are images or models reflecting the 
true subsurface resistivity value distribution, which is calculated 
based on the sensitivity values or Fréchet derivative for a 
homogeneous half-space (Loke, 2020), the resolution of this 
image depends significantly on the sensitivity function of the 
array used and the actual location of the measuring point 
subsurface. 
 

3. Methodology 
Two synthetic models generated more than 20 inverse models 

for Dipole-Dipole, Wenner-Schlumberger, Pole-Dipole, and 
Wenner arrays by simulating two 2D numerical models using 
RES2DMOD software version 2.14.22 (Geotomo software). This 
approach determined the relationship between resolution and 
sensitivity function for these arrays and their affecting factors. 
Both models featured a 100-m-long survey line with 1-m 
minimum electrode spacing. They contained two rectangular 
structures, each 3 m long and 2 m wide, located at a depth of 4.44 
m and extending to 6.44 m. These structures possessed a 
resistivity of 30 Ωm within a homogeneous medium of 10 Ωm 
resistivity. In the first model, the structures were separated by 3 
m, while in the second model, they were separated by 6 m, as 
shown in Figures (3 and 4). 
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Figure 3. The 2D synthetic model of two structures separated by a distance of 3m. 

 

 
Figure 4. The 2D synthetic model of two structures separated by a distance of 6m. 

 

4. Results and Discussion 
After synthetic models are created, apparent resistivity 

measurements are collected for each model. These 
measurements are performed with an n-factor of 8a while a-
spacing varies from 1a to a maximum of 4a, except for the Wenner 
array, which uses (33a). This procedure enables higher resolution 
and maximum investigation depth. The 2D inverse models are 
created using RES2DINV ver. 3.59 (Geotomo software) with L1 
norm (robust) inversion method to obtain optimal boundaries 
between structures and host materials. 

In the first model, where structures are separated by 3m, and 
after 2 to 5 iterations in generating inverse models for high-
resolution imaging, all arrays successfully delineate the depth and 
extension of these structures. However, the arrays cannot 
separate them, making them appear as one structure. Therefore, 
data coverage was increased by raising the factor "n" values to 
provide overlapping data levels. Nevertheless, the two structures 
still appeared as a single structure, as shown in Figure (5). 
Subsequently, the synthetic model was redesigned with an 
electrode spacing of 0.5m. Yet, all inverse models of the arrays 
demonstrated difficulty in separating the two structures, as 
shown in Figure (6) as an example. 
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Figure 5. Inverse models of (a) Dipole-Dipole, (b) Wenner-Schlumberger (c) Pole-Dipole and (d) Wenner arrays. 

 
 

 
Figure 6. Inverse models of dipole-dipole array with 0.5m electrodes spacing for two structures separated by a distance of 3m. 

 
At a distance of 6 meters between the two structures in the 

second synthetic model, the inverse models of all arrays 
successfully identified the structures and displayed them 

separately, with minor differences in their depth and extent 
definitions, as illustrated in Figure (7). 
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Figure 7. Inverse models of Wenner-Schlumberger array with for two structures separated by a distance of 6m. 

 
In general, these results showed that electrode array resolution 

is not related to the sensitivity function but depends on the 
distance between subsurface structures rather than electrode 
spacing. Furthermore, increased data coverage has no 
relationship with resolution, as higher measurement density 
could not distinguish separate structures but showed them as 
one. Therefore, these factors are not crucial for obtaining a high-
resolution model. However, to achieve high resolution, the most 
important step before electrical resistivity surveys is estimating 
target depth and geometry to select the optimal array. The 
distance between targets should be estimated carefully, and 
other geophysical methods should be integrated when 
investigating closely spaced subsurface structures. 
 

5. Conclusion  
In geophysical methods, including resistivity surveys, 

measurements are converted into images reflecting subsurface 
physical property changes. Image resolution depends on 
measurement accuracy. The sensitivity function and its 
influencing factors do not significantly affect measurement 
accuracy or final model resolution. The primary factor affecting 
electrode array resolution and feature distinction is the distance 
between targets. This study’s key finding include: 

• Electrode array resolution relates not to sensitivity function 
but to the separation distance between subsurface structures 
rather than electrode spacing. 

• Estimating geological conditions before surveying - including 
subsurface resistivity variations, target depth, geometry, and 
spacing - helps select arrangements that improve resolution 
through accurate feature identification. 

• Increasing measurement density through overlapping data 
levels with varied "a" and "n" values cannot provide higher 
resolution when structures are closely spaced. 

• Other geophysical methods should complement electrical 
resistivity surveys when investigating closely spaced 
subsurface structures to achieve high-resolution imaging. 
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One Effective Method for Solving Singularly Perturbed Equations 
Chori Normuradov1a, Nasiba Djurayeva2a*, F. Deraman3b, M. S. Anuar4c and S. M. Asi5c. 
 

 

Abstract: Numerical methods are widely used to study the solution of singularly perturbed equations. At the same time, their application 
to the solution of such equations encounters serious difficulties; they are associated with the presence of a small parameter at the highest 
derivative and the appearance in the solution area of areas with high frequency-amplitude sawtooth jumps. In this case, the requirements 
for the efficiency and accuracy of numerical methods increase sharply. Although numerous methods have been developed to date, the 
question of the effectiveness and accuracy of numerical methods remains open. Until now, different methods with uniform and non-
uniform steps have been mainly used to solve singularly perturbed equations. As the value of the small parameter decreases, to increase 
the accuracy, it is necessary to refine the step of the difference grid. This, in turn, leads to a strong increase in the order of the matrix in 
the linear algebraic system being solved. Along with difference methods, spectral methods can be used to solve problems. In spectral 
methods, the solution to the equation is sought in the form of finite series in Chebyshev polynomials. The derivatives present in the 
equation are determined by differentiating the selected final series. When differentiating series, the order of the approximating 
polynomials is reduced, and this, in turn, affects the accuracy of the method used. In this paper, it is proposed to use the preliminary 
integration method to solve singularly perturbed equations. The essence of this method is as follows. The highest derivative and the right-
hand side of the differential equation are expanded into finite series in Chebyshev polynomials of the first kind. Unlike spectral methods, 
in the preliminary integration method the highest derivative is expanded into a finite series. Before solving the problem, the series for the 
highest derivative is preliminarily integrated until an expression for solving the problem is found in the form of a finite series. When 
integrating series, unknown integration constants appear; they are determined from additional conditions of the problem. Only after this, 
the series for solving the derivatives of the right side are put into a singularly perturbed equation and a system of linear algebraic equations 
is obtained for determining the unknown expansion coefficients. It should be noted that when integrating series, the smoothness of the 
approximating polynomials improves, and this, in turn, increases the accuracy of the proposed method. At the same time, the order of 
the matrix of the algebraic system being solved does not increase. This ensures, at the same costs required in the spectral method, that 
the proposed method can solve a singularly perturbed equation even for small values of the small parameter of the problem. The high 
accuracy and efficiency of the preliminary integration method are demonstrated when solving a specific inhomogeneous singularly 
perturbed equation. The results of calculations are presented by comparing the approximate solution with the exact solution of the 
problem and with approximate solutions obtained by the spectral method. 
 
Keywords: Inhomogeneous differential equation, boundary value problem, Chebyshev polynomials, preliminary integration, absolute 
error. 

 
1. Introduction 

The construction of highly accurate and efficient methods for 
solving inhomogeneous singularly perturbed equations is an 
urgent problem in applied mathematics. 

Let us briefly describe numerical methods aimed at solving 
singularly perturbed equations. 

In [1], a finite-difference method for solving a singularly 
perturbed equation was proposed. The essence of this method is 

to replace the derivatives included in the equation with finite 
differences and solve the resulting system using linear algebra 
methods. Such a difference scheme requires a fairly fine grid step. 
When the value of the small parameter is on the order of 10-4, a 
uniform grid of 100 nodes is used to obtain sufficiently accurate 
(10-3) results. In [2], in order to reduce the number of grid nodes, 
it is proposed to use a difference grid with a variable step. 
However, such a grid depends on several parameters, the choice 
of which encounters certain difficulties. A technique for 
constructing a non-uniform mesh for the numerical solution of a 
singularly perturbed equation was proposed in [3]. In [4], this 
method was used to solve the eigenvalue problem for an equation 
with a small parameter at the highest derivative, i.e., for the Orr–
Sommerfeld equation. The results of the numerical solution of the 
Orr-Sommerfeld equation using a non-uniform mesh are 
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presented in [5]. In [6], the results of constructing a non-uniform 
mesh for solving the Orr-Sommerfeld equation are presented, 
and the spectrum of eigenvalues for the Poiseuille flow is 
calculated. The numerical solution of the Orr-Sommerfeld 
equation using two-dimensional grids is presented in [7]. 
However, strict conditions are imposed on the parameters of such 
a grid to correctly describe the hydrodynamic properties of the 
flow. In [8], an inhomogeneous singularly perturbed second-order 
equation is solved by the spectral method. Numerical modeling of 
a fourth-order inhomogeneous singularly perturbed equation 
using the spectral method is presented in [9]. In the monograph 
[10], it is proposed to use the spectral grid method for numerical 
modeling of single-phase and two-phase flows. In this work, the 
convergence of the method is proved, and estimates of the speed 
of convergence of the method are obtained. The numerical 
solution of the Orr-Sommerfeld equation using the spectral-grid 
method is presented in [11]. The work shows the effectiveness 
and high accuracy of the proposed method. In [12], a spectral grid 
method is used to study the hydrodynamic stability of two-phase 
flows. In the two-phase flow under consideration, the dispersion 
(carrying) phase is gas, and the dispersed phase is solid particles. 
Numerical modeling of the Navier-Stokes equations in the system 
of a vortex and stream function using difference methods with a 
combination of Chebyshev polynomials of the first kind is 
presented in [13]. In [14], nonlinear waves with dissipation are 
numerically simulated by the spectral grid method. In [15], the 
convergence of the spectral-grid method was proved and 
estimates of the rate of convergence of the method were 
obtained for the Burgers equation with initial boundary 
conditions, where Chebyshev polynomials of the first kind were 
used. A review of methods for solving the problem of 
hydrodynamic stability is presented in [16]. In [17], the 
preliminary integration method was used to numerically simulate 
the eigenvalue problem of two-phase hydrodynamic flows. 

A study of the cited literature and other sources shows that 
Chebyshev polynomials are widely used to study equations with a 
small parameter at the highest derivative. From the above review, 
it is clear that to solve the eigenvalue problem for a single-phase 
flow (Orr-Sommerfeld equation) and two-phase flow described by 
the eigenvalue problem for a system of nonlinear ordinary 
differential equations with a small parameter at the highest 
derivative, spectral and spectral-grid methods are successfully 
used.  

From the above review, it is clear that works [1-7] are devoted 
to solving equations with a small parameter with the highest 
derivative using difference methods on uniform and non-uniform 
meshes. The following works are devoted to the use of spectral 
methods for the numerical solution of singularly perturbed 
equations of the second order [8] and fourth order [9]. In works 
[10-15], the spectral grid method was used for the numerical 
modeling of equations with a small parameter at the highest 
derivative. Numerical modeling of a singularly perturbed equation 
and a system of such equations using the preliminary integration 
method is presented in [16-17].  

In difference methods, the derivatives included in the equation 
are replaced by finite differences, and the difference grid is 
constructed using a special transformation. 

In spectral and spectral-grid methods, the solution to the 
equation is expanded into a finite series in Chebyshev 
polynomials. The derivatives present in a singularly perturbed 
equation are found by differentiating the selected finite series. It 
should be noted that when differentiating a series, the order of 
the approximating polynomials decreases (for example, with 
double differentiation, a polynomial of the fourth degree 
becomes a polynomial of the second degree), and this, in turn, 
affects the accuracy of the calculations. In the preliminary 
integration method, in contrast to spectral methods, not the 
solution of the equation, but the highest derivative is expanded 
into a finite series in Chebyshev polynomials. The lower 
derivatives and the solution to the singularly perturbed equation 
are found by preliminary integration of the series for the highest 
derivative. It should be noted that when integrating a finite series, 
the order of the approximating polynomials increases (for 
example, when integrating twice, a polynomial of the second 
degree becomes a polynomial of the fourth degree), the 
polynomials become smoother. We emphasize that both during 
differentiation and integration of a finite series, the order of the 
algebraic system being solved does not increase. 

  
2. Problem Statement 

In this work, to solve the problem posed in [4], the method of 
preliminary integration with polynomials is used. In the pre-
integration method, singularity zones are not identified and do 
not depend on their location. The highest derivative of the 
differential equation and the right-hand side are expanded into a 
series of polynomials. By first integrating the series for the highest 
derivative, expressions for all lower derivatives and the desired 
solution are found in the form of series in polynomials. The 
integration constants that appear in this case are found from the 
conditions for satisfying the corresponding boundary conditions. 
Only after this the necessary series are put into the differential 
equation and a system of equations is obtained regarding the 
coefficients of the expansion of the series for the highest 
derivative. By solving the resulting system, the expansion 
coefficients are determined and placing them in the required 
series, it is possible to determine the values of the solution and its 
derivatives of any order, up to the highest derivative. 

Let it be necessary to solve the following inhomogeneous 
singularly perturbed equation: 

( )
2

2

1 1 1 , ( 1,1) ,
2 8

d u du y y
dy dy

ε + = + ∈ −  (1) 

 
with boundary conditions 

( ) ( )1 1 0,u u− = + =  (2) 

where is ε  is a small parameter. 
 
The trial function of the problem (1) and (2) has the form [4]: 



 

65 

 

Regular Issue Malaysian Journal of Science 

DOI:https//doi.org/10.22452/mjs.vol44no1.8 

Malaysian Journal of Science 44(1): 63-69 (March 2025) 

( )
( ) ( )21

2
1

10,5 11 .
2 81

y yyu y
e

ε

ε

ε ε ε
− +

−

+− + = − − + 
 −

 

 
3. Solution Method 

The highest derivative of the differential equation (1) and the 
right part of f(y) are searched for in the form of series: 

( )
2

2
0 0

, ( ) ( ),
N N

j j i i
j i

d u a T y f y bT y
dy = =

= =∑ ∑  (3) 

where ( )jT y are Chebyshev polynomials of the first kind.  

After a two-time preliminary integration of the series (3), we 
have: 

( ) ( ) ( )
1

1
1 0

0 0
,

N N

ji i j
j i

du f a T y C T y
dy

+

= =

= +∑∑  (4) 

 

( ) ( ) ( ) ( ) ( )
2

0
1 1 2 0

0 0
,

N N

ji i j
j i

u y f a T y C T y C T y
+

= =

= + +∑∑  (5) 

 

where  1 2,  C C  are unknown integration constants. To 

determine them, we use the boundary conditions (2) and use the 

following properties of polynomials: ( ) ( )1 1 n
nT ± = ± . 

Then, we have: 
 

( ) ( )
2

0
1 2

0 0
1 0,

N N

ji i
j i

u f a C C
+

= =

+ = + + =∑∑  (6) 

 

( ) ( ) ( )
2

0
1 2

0 0
1 1 0.

N N
j

ji i
j i

u f a C C
+

= =

− = − − + =∑∑  (7) 

Adding equation (6) and (7), we get 
 

 ( ) ( ) ( ) ( ) ( )
2 2

0 0
2

0 0 0 0
1 1 1 2 0.

N N N N
j

ji i ji i
j i j i

u u f a f a C
+ +

= = = =

+ + − = + − + =∑∑ ∑∑  

 

From here, we define the constant 2C  as follows: 

 

( ) ( ) ( )
2

0 0
2

0 0

1 1
2

N N
j

ji ji i
i j

C f f a
+

= =

 
= − + − 

 
∑ ∑ . 

 
Similarly, subtracting equation (7) from equation (6), we 

determine the constant 1C  : 

 

( ) ( ) ( )
2 2

0 0
1 ,

0 0 0

1 1
2

N N N
j

ji ji i
i j j

C f f a
+ +

= = =

  
= − −  

   
∑ ∑ ∑  

We now introduce the following notation: 
2 2

(0) (0) (0) (0)

0 0
, ( 1) .

N N
j

i ji i ji
j j

f fδ δ
+ +

= =

= = −∑ ∑  

Then, the expressions for constants 1C and 2C have the 

following form:  
 

(8) 

 

( ) ( )0 0
2 .

0

1
2

N

i i i
i

C aδ δ
=

 = − + ∑  (9) 

 
Formulas (4) and (5), considering constants (7) and (9), are 

written in the following general form: 
 

( ) ( )
2

( )

0 0
( ), 0,1,

N N

ji i j
j i

u y g a T y
β

β β β
+ −

= =

= =∑ ∑  (10) 

 
where 
 

( ) ( )( )0 0(1) (1)
,0

1 ,
2ji ji j i ig f δ δ δ= + −  (11) 

 

( ) ( )( ) ( ) ( )( )0 0 0 0(0) (0)
,1 ,0

1 1 .
2 2ji ji j i i j i ig f δ δ δ δ δ δ= + − − −  (12) 

 
Here, 

1, ,
0, ,ij

if i j
if i j

δ
=

=  ≠
 denotes the Kronecker symbol. 

 
Finally, substituting series (3) and (10) into (1) and equating the 

coefficients for the same degrees of polynomials, we obtain the 
following linear algebraic system for determining the expansion 

coefficients 0, 1 2..., :na a a a  

 

(1)

0

1 , 0,1, 2,..., .
2

n

ik ik k i
k

g a b i nεδ
=

 + = =  
∑  (13) 

  
The right part of the system (13) is defined as follows: 
It is known that 
  

( ) ( )
0

1( ) 1 .
8

N

i i
i

f y y bT y
=

= + =∑  (14) 
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Hence, the coefficients in formula (14) are determined by the 
following inverse transformation [9-12]: 

 ( ) ( )
0

2 1 , 0,1,..., ,
N

i l i l
li l

b f y T y i N
Nc c=

= =∑  

or 

 ( ) ( )
0

2 1 1 , 0,1,..., ,
8

N

i l i l
li l

b y T y i N
Nc c=

= + =∑  

where 0 12, 1, 0;Nc c c if l N= = = ≠ , cosl
ly

N
π

=   

is the collocation nodes for Chebyshev polynomials of the first 
kind. 

 
Here is an algorithm for calculating constants [16-17]: 
 

( )
2 2

( ) ( ) ( ) ( )

0 0
, 1 , 0,1,

N N
j

i ji i ji
j j

f f
β β

β β β βδ δ β
+ − + −

= =

= = − =∑ ∑  

where 
( ) ( ) ( )

( ) ( ) ( ) ( )

1 1 1
, 1 , 1

0 0 0 0
, 2 , , 2

,

.
ji j i i j i i

ji j i i j i i j i i

f

f

δ β δ ζ

δ β δ ζ δ µ
+ −

+ −

= +

= + +
 

Here, constants , ,β ζ µ are calculated as follows: 
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i i
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i

c i i
i i

i i
i i

i
i

ββ β

ζ βζ ζ

ζµ

= ≥ = ≥
+ +

−−
= ≥ = ≥

−

−
= ≥

−

 

 

4. Discussion of The Results 
Let us present the results of numerical calculations obtained by 

the preliminary integration method for solving the boundary 
value problem (1)-(3) when the value of a small parameter is for 
different numbers of polynomials. N=10, 20, 30,40 and 50. 

Table 1 shows the results of the polynomials cosl
ly

N
π

=  

calculated in the nodes 0,1,2,..., ,l N=  when 10.N =  For 

small numbers of polynomials, the influence of a small parameter 
on the dynamics of the numerical solution is observed. In this 
case, high-frequency-amplitude sawtooth jumps appear in the 
numerical solution. At the same time, it should be noted that the 
smaller the value of a small parameterε , the more sawtooth 
jumps appear. 

 

Table 1. Comparison of the trial function and numerical solution 

( 10N = ) 
Nodes  

Yl on l  
eu  - trial 

function 
au - 

numerical 
solution 

 aeu u∆ = −  

error 

3 
5 
7 
9 

-0,4708209 
-0,37 
-0,1828062 
-0,0239276 

0,47920272 
0,5750956 
0,7588535 
0,8996691 

0,9500237 
0,9450956 
0,9416597 
0,9235967 

 
From the results in Table 1, with a small number of polynomials, 

the trial function and numerical solutions are very different. 
These results are clearly presented in Figure 1. 

 
Figure 1. Dynamics of changes in the trial function and numerical 

solution ( 10N = ). 
 

From Figure 1, it can be seen that when approximating a solution 
with a small number of Chebyshev polynomials, sawtooth jumps 
of high amplitude appear. 

Now, we gradually increase the number of approximating 
polynomials. In Table 2, the results obtained by the method of 

preliminary integration when 20N =  with a same value of 

parameter, 210ε −=  are presented. 
 
Table 2. Comparison of trial function and numerical solutions 
Nodes  

Yl on l  
eu  - trial 

function 
au - 

numerical 
solution 

 aeu u∆ = −  

error 

4 
8 
12 
16 

-0,486361 
-0,433773 
-0,282354 
-0,089977 

-0,488502 
-0,435351 
-0,283755 
-0,091128 

0,002141 
0,001579 
0,001401 
0,001151 

 
In Table 2, the numerical solution of the (1)-(3) is found with 

absolute accuracy 110−∆ = . For clarity, the results of Table 2 
are presented graphically in Figure 2. 
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Figure 2. Dynamics of changes in the trial function and numerical 

solution ( 20N = ). 
 

In Table 2 and Figure 2, the pre-integration method provides 
very fast convergence of the numerical solution since the absolute 
error of the solution decreases sharply. 

The resulting Table 3 shows the relationship between the 
maximum error and approximating polynomials at a value of a 

small parameter, 210ε −= . 
 

Table 3. The relationship between the absolute error and 
polynomials. 

Number of 
polynomials, 
N 

15 20 25 30 35 40 45 50 

Absolute 

error, ∆  

10-

2 

10-

3 

10-

4 

10-

5 

10-

7 

10-

9 

10-

11 

10-

13 

 
According to Table 3, with increasing polynomials, the absolute 

error decreases as a geometric progression. Now, we present the 
results of the calculation when the value of the small parameter 

is 
210 ,ε −=  i.e. 10 times less than the case discussed above. It 

should be noted that almost all of the above methods become 
unsuitable for studying the dynamics of changes in the solution of 

the problem (1)-(2) with this small parameter value of 310ε −=
. In this case, as noted above, high-frequency-amplitude sawtooth 
jumps are clearly manifested in the solution area. In Table 4, the 
results are given when the number of polynomials is equal to 

40N = , 310ε −= . 
 

Table 4. Comparison of the trial function and numerical 

solution ( 40N = ). 

 
It can be seen that with the value of the small parameter of 

310ε −= , the numerical solution is very different from the trial 
function. This is explained by the fact that the number of 

approximating polynomials is not enough to display the dynamics 
of changes in the solution of the problem. 

The results given in Table 4 will be represented graphically in 
Figure 3. 

 
Figure 3. Dynamics of changes in the trial function and numerical 

solution ( 40N = ). 
 

It can be seen that the frequency and amplitude of the sawtooth 
are too high. 

In Table 5, the results of the polynomials are 60N = , 
310ε −= . 

 
Table 5. Comparison of the trial function and numerical solution 

( 60N = ). 
Nodes  

Yl on l  
eu - trial 

function 
au - 

numerical 
solution 

 aeu u∆ = −   

error 

10 
20 
30 
40 
50 

-0,4968 
-0,4680 
-0,3745 
-0,2225 
-0,0647 

-0,5010 
-0,4720 
-0,3785 
-0,2225 
-0,0685 

0,0042 
0,0040 
0,0039 
0,0040 
0,0038 

 
The results in Table 5 are clearly illustrated in Figure 4. 

 
Figure 4. Dynamics of changes in the trial function and numerical 

solution ( 60N = ). 
 
In Figure 4, the amplitude of the sawtooth jumps is significantly 

small, and the maximum error is of the order of 110−∆ = . 
The results of comparing the trial function and numerical 

solution when 100N =  and 310ε −=  are shown in Table 6. 
 
 

Nodes  

Yl on l  
eu  - trial 

function 
au -numerical 

solution 

 

aeu u∆ = −
- error 

15 
25 
35 

-0,451674 
-0,260715 
-0,037298 

0,702899 
0,893573 
1,115398 

1,154572 
1,154287 
1,152696 
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Table 6. Comparison of trial function and numerical solutions (

100N = ) 

 
Graphical representations of the results of calculations given in 

Table 6 are shown in Figure 5. 
According to Figure 5, the numerical solution practically 

coincides with the trial function of problem (1)-(2) and with the 

small parameter 310ε −= . The maximum error will be of the 

order of 510−∆ = . 
Here, Table 7 shows th establishing relationship between the 

error and approximating Chebyshev polynomials at a small 

parameter value of 310ε −= . 
 
Table 7. The relationship between the error and polynomials (

310ε −= ) 
Number of 
 polynomials, 
N 

60 70 80 90 100 

Error,∆  10-1 10-2 10-3 10-4 10-5 

 

 
Figure 5. Dynamics of changes in the trial function and numerical 

solution ( 100N = ). 
 

From Table 7, with an increase in the number of approximating 
Chebyshev polynomials, the maximum absolute error decreases 
with the rate of geometric progression and, at the same time, the 
value of a small parameter. All numerical results were obtained 
using a Python program. 

The main criterion for assessing the effectiveness of an arbitrary 
numerical method is the number of arithmetic operations. When 
approximating a singularly perturbed equation by difference and 
spectral or by the preliminary integration method, a system of 
linear algebraic equations is obtained. The order of the matrix in 
a linear algebraic system depends on the number of difference 
grid nodes (N) or the number of polynomials used in finite 
Chebyshev series in the spectral method or the preliminary 
integration method (N). Let us assume that the resulting algebraic 
system is solved by the Gaussian method. It is known that the 
formula calculates the number of arithmetic operations in the 
Gauss method 

32 .
3

Q N=  

Let us compare the effectiveness of the methods used to solve 
a singularly perturbed equation in terms of the number of 
arithmetic operations and accuracy. 

We present the results in Table 8. 
 

Table 8. Comparison of methods in terms of efficiency and 

accuracy at 210ε −= . 
Method Number N  Number of 

arithmetic 
operations Q  

Maximum 
absolute 

error ∆  
Finite-
difference [3] 

20 
50 

5333 
83333 

0.1195 
0.0521 

Spectral [8] 10 
20 
50 

666 
5333 
83333 

0.97 
0.0027 
10-10 

Pre-
integration 
method 

10 
20 
50 

666 
5333 
83333 

0.95 
0.0021 
10-13 

 
From the results given in Table 8 it is clear that the preliminary 

integration method has high accuracy and efficiency. Thus, the 
pre-integration method is a universal and reliable mathematical 
tool for solving a singularly perturbed equation.  

 

5. Conclusion 
i. For the numerical solution of an inhomogeneous 

singularly perturbed equation, a new high-precision and 
efficient method is proposed - the method of 
preliminary integration. 

ii. The inhomogeneous singularly perturbed equation is 
solved by the proposed method for various values of 
the small parameter of the problem. 

iii. Comparison of the obtained results with the exact 
solution of the problem and the approximate solution 
obtained by the spectral method shows the high 
accuracy and efficiency of the preliminary integration 
method. 

iv. Tabular and graphical results illustrating the accuracy 
and efficiency of the method are presented. 

 

Nodes Yl at 

l  
eu  -trial 

function 
au -numerical 

solution 

 

aeu u∆ = −  

Error 
10 
20 
30 
40 
50 
60 
70 
80 
90 

0,498725 
0,494536 
0,477966 
0,439663 
0,374500 
0,285464 
0,184661 
0,090837 
0,024148 

-0,498729 
-0,494539 
-0,477969 
-0,439667 
-0,374503 
-0,285467 
-0,184664 
-0,090839 
-0,024150 

4,14*10-6 

3,30*10-6 

3,09*10-6 
3,00*10-6 
2,96*10-6 
2,92*10-6 
2,86*10-6 
2,72*10-6 
2,18*10-6 
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On the Kronecker Structure of linearization of Cubic Two-Parameter Eigenvalue 
Problems 
Niranjan Bora1a* and Bharati Borgohain2b  
 

 

Abstract: Linearization is a conventional approach to studying matrix polynomials of the form 𝑃𝑃(𝜆𝜆) : = ∑ 𝜆𝜆𝑗𝑗𝑘𝑘
𝑗𝑗=1 𝐴𝐴𝑗𝑗 , where 𝐴𝐴𝑗𝑗 ∈ ℂ𝑛𝑛×𝑛𝑛. It 

converts the matrix polynomial 𝑃𝑃(𝜆𝜆) into a matrix pencil of the form 𝐿𝐿(𝜆𝜆) : = 𝐴𝐴 + 𝜆𝜆𝜆𝜆 of high dimension, where 𝐴𝐴 and 𝜆𝜆 are matrices over 
ℂ, and 𝜆𝜆 is the spectral parameter. In this paper, we consider Cubic two-parameter eigenvalue problems (ℂ𝕋𝕋𝕋𝕋ℙ) and study their three 
different linearization processes. Using linearization techniques, a ℂ𝕋𝕋𝕋𝕋ℙ is first converted into a linear two-parameter eigenvalue 
problem (𝕃𝕃2𝕋𝕋ℙ) with coefficient matrices of different sizes. The main advantage of these linearizations lies in the fact that, after 
transforming them into suitable linearized forms, existing numerical techniques for linear multiparameter eigenvalue problems (𝕃𝕃𝕃𝕃𝕋𝕋ℙ) 
can be applied to solve the ℂ𝕋𝕋𝕋𝕋ℙ without solving the original problem. While solving ℂ𝕋𝕋𝕋𝕋ℙ by formulating suitable linearizations, several 
transformations are generally used. This study reports on these transformations, which have not been studied completely due to the 
complexity of their Kronecker structures. The ranks of the associated Delta matrices are also calculated in a detailed manner to bring out 
the benefits of using the Tracy-Singh product over others. 
 
Keywords: Cubic two-parameter eigenvalue problem, Linear two-parameter eigenvalue problem, linearization, matrix polynomial, Tracy-
Singh product. 

 
1. Introduction 

One-parameter matrix polynomials arise in many physical 
applications and have received significant attention from 
researchers (Dmytryshyn et al., 2020; Fabbender & Saltenberger, 
2018; Gohberg et al., 2009). However, the literature on two-
parameter matrix polynomials remains limited (Hochstenbach et 
al., 2015; Jarlebring et al., 2009). The standard form of a two-
parameter matrix polynomial of degree k is given by 

ℙ(𝜆𝜆, 𝜇𝜇) : = ��𝜆𝜆𝑖𝑖
𝑘𝑘−𝑖𝑖

𝑗𝑗=0

𝑘𝑘

𝑖𝑖=0

𝜇𝜇𝑗𝑗𝑃𝑃𝑖𝑖𝑗𝑗 = �𝕋𝕋𝑗𝑗

𝑘𝑘

𝑗𝑗=0

(𝜆𝜆, 𝜇𝜇), (1) 

where 𝑃𝑃𝑖𝑖𝑗𝑗 ∈ ℂ𝑛𝑛×𝑛𝑛, 𝜆𝜆, 𝜇𝜇 ∈ ℂ are spectral parameters and 𝕋𝕋𝑗𝑗(𝜆𝜆, 𝜇𝜇) 
is a homogeneous matrix polynomial of degree 𝑗𝑗 such that, 

    𝕋𝕋𝑗𝑗(𝜆𝜆, 𝜇𝜇) : = �𝜆𝜆𝑗𝑗−𝑙𝑙
𝑗𝑗

𝑙𝑙=0

𝜇𝜇𝑙𝑙𝑃𝑃𝑗𝑗𝑙𝑙 (2) 

 

The standard form of the Polynomial two-parameter eigenvalue 
problem (ℙ𝕋𝕋𝕋𝕋ℙ), which is the generalization of the Polynomial 
eigenvalue problem (ℙ𝕋𝕋ℙ), comprises two bivariate matrix 
polynomials of the form 

        

ℙ1(𝜆𝜆, 𝜇𝜇)𝑥𝑥1 : = ��𝜆𝜆𝑖𝑖
𝑘𝑘−𝑖𝑖

𝑗𝑗=0

𝑘𝑘

𝑖𝑖=0

𝜇𝜇𝑗𝑗𝐴𝐴𝑖𝑖𝑗𝑗𝑥𝑥1 = 0,

ℙ2(𝜆𝜆,𝜇𝜇)𝑥𝑥2 : = ��𝜆𝜆𝑖𝑖
𝑘𝑘−𝑖𝑖

𝑗𝑗=0

𝑘𝑘

𝑖𝑖=0

𝜇𝜇𝑗𝑗𝜆𝜆𝑖𝑖𝑗𝑗𝑥𝑥2 = 0,

                                  (3) 

where 𝐴𝐴𝑖𝑖𝑗𝑗 ∈ ℂ𝑛𝑛1×𝑛𝑛1; 𝜆𝜆𝑖𝑖𝑗𝑗 ∈ ℂ𝑛𝑛2×𝑛𝑛2 and 𝑥𝑥𝑖𝑖 ∈ ℂ𝑛𝑛𝑖𝑖, 𝑖𝑖 : = 1,2 are 
non zero vectors. The problem is to find the scalars 𝜆𝜆, 𝜇𝜇 ∈ ℂ and 
the corresponding non zero vectors 𝑥𝑥𝑖𝑖 ∈ ℂ𝑛𝑛𝑖𝑖 , 𝑖𝑖 : = 1: 2 such that 
ℙ𝑗𝑗(𝜆𝜆, 𝜇𝜇)𝑥𝑥𝑗𝑗 : = 0. The pair (𝜆𝜆, 𝜇𝜇) ∈ ℂ2 is called the eigenvalue and 
the corresponding tensor product 𝑥𝑥 : = 𝑥𝑥1 ⊗ 𝑥𝑥2 is called the right 
eigenvectors. Similarly, a tensor product 𝑣𝑣1 ⊗ 𝑣𝑣2 is called a left 
eigenvector of the ℙ𝕋𝕋𝕋𝕋ℙ if 𝑣𝑣𝑖𝑖 ≠ 0; 𝑖𝑖 : = 1: 2, satisfies 
𝑣𝑣𝑖𝑖∗ℙ𝑖𝑖(𝜆𝜆, 𝜇𝜇) = 0. For 𝑘𝑘 = 2, the Equation defined in (3) is reduced 
to a Quadratic two-parameter eigenvalue problem (ℚ𝕋𝕋𝕋𝕋ℙ), and 
for 𝑘𝑘 = 3, it is reduced to a ℂ𝕋𝕋𝕋𝕋ℙ. 

ℙ𝕋𝕋𝕋𝕋ℙ topic emerges in the analysis of critical delay differential 
equations (Jarlebring & Hochstenbach, (2009); Meerbergen et al., 
(2013)). For instance, the neutral commensurate differential 
equations (Hochstenbach et al., (2005)) with multiple delays 
(m>1) (Hochstenbach et al., (2015)). Two methodological 
approaches exist to address this phenomenon. The first approach 
enables parametrization of surfaces or curves corresponding to 
the critical delay using m-1 independent variables. The second 
approach posits that the delays are commensurate, functioning 
as integer multiples of a specific delay value τ≥0. The delay 
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differential equation featuring commensurate delays, wherein 
delays operate as integer multiples of a delay value τ, is 

𝑁𝑁0�̇�𝑥(𝑡𝑡) = �𝑀𝑀𝑘𝑘

𝑚𝑚

𝑘𝑘=0

𝑥𝑥(𝑡𝑡 − 𝜏𝜏𝑘𝑘), (4) 

where 𝑀𝑀𝑘𝑘 ,𝑁𝑁0 ∈ ℂ𝑛𝑛×𝑛𝑛. The associated eigenvalue problem is, 

��𝑒𝑒𝑘𝑘𝑘𝑘𝑘𝑘
𝑚𝑚

𝑘𝑘=0

𝑀𝑀𝑘𝑘 − 𝜆𝜆𝑁𝑁0�𝑥𝑥 = 0. (5) 

In stability analysis, the purely imaginary eigenvalues are 
preferred. For this reason, consider 𝜆𝜆 = 𝑖𝑖𝑖𝑖 and 𝜇𝜇 = 𝑒𝑒𝑖𝑖𝑘𝑘𝑖𝑖. Their 
conjugates are 𝜆𝜆‾ = −𝜆𝜆 and 𝜇𝜇‾ = 𝜇𝜇−1. Taking complex conjugates 
of the Equation (5) and rearranging terms we obtain, 

−𝑀𝑀‾𝑚𝑚𝑥𝑥 = 𝜆𝜆𝜇𝜇𝑚𝑚𝑁𝑁0‾ 𝑥𝑥 + �𝜇𝜇𝑘𝑘
𝑚𝑚

𝑘𝑘=1

𝑀𝑀‾𝑚𝑚−𝑘𝑘𝑥𝑥, 

 𝑀𝑀0𝑦𝑦 = 𝜆𝜆𝑁𝑁0𝑦𝑦 −�𝜇𝜇𝑘𝑘
𝑚𝑚

𝑘𝑘=1

𝑀𝑀‾𝑘𝑘𝑦𝑦. 

(6) 

 

Equation (6) motivates the study of the eigenvalue problem in 
the following form 

𝑀𝑀1𝑥𝑥 = 𝜆𝜆�𝜇𝜇𝑘𝑘
𝑚𝑚

𝑘𝑘=0

𝑁𝑁1,𝑘𝑘𝑥𝑥 + �𝜇𝜇𝑘𝑘
𝑚𝑚

𝑘𝑘=1

𝐶𝐶1,𝑘𝑘𝑥𝑥, 

𝑀𝑀2𝑦𝑦 = 𝜆𝜆�𝜇𝜇𝑘𝑘
𝑚𝑚

𝑘𝑘=0

𝑁𝑁2,𝑘𝑘𝑦𝑦 + �𝜇𝜇𝑘𝑘
𝑚𝑚

𝑘𝑘=1

𝐶𝐶2,𝑘𝑘𝑦𝑦, 

(7) 

which is the general form of ℙ𝕋𝕋𝕋𝕋ℙ. ℙ𝕋𝕋𝕋𝕋ℙ also arises in the 
study of bivariate polynomials (Plestenjak, 2017; Plestenjak & 
Hochstenbach, 2016), and the references therein.  

There are two types of numerical approaches for solving ℙ𝕋𝕋𝕋𝕋ℙ: 
those that deal directly with the problem and those that compute 
eigenvalues of linearized forms. The usual method to solve the 
ℙ𝕋𝕋𝕋𝕋ℙ defined in (3) is by linearizing it into an 𝕃𝕃2𝕋𝕋ℙ of larger 
dimension. The linearized version of problem (3) is singular and 
can be solved by adopting the method proposed in (Dooren, 1997; 
Muhič & Plestenjak, 2009; Košir & Plestenjak, 2022). Moreover, 
the Jacobi-Davidson method developed in Hochstenbach et al. 
(2015) can be applied directly to ℙ𝕋𝕋𝕋𝕋ℙ instead of the linearized 
problem. Linearization is a classical approach to investigating the 
ℙ𝕋𝕋ℙ. Details on linearization of one-parameter matrix 
polynomials are found in the works of Mackey et al. (2006), Bueno 
et al. (2018), Das and Alam (2019), Das (2020), Higham et al. 
(2006), and Lancaster (2008), and the references therein. 
Literature on linearizations for quadratic matrix polynomials is 
found in Kressner and Glibić (2023) and Lancaster and Zaballa 
(2021). The linearization process influences the sensitivity of 
eigenvalues. Therefore, it is important to identify potential 
linearizations and study their constructions. The linearized form 
of two-parameter polynomials has a somewhat complicated 
structure compared to the one-parameter case. Literature on 
linearization of ℚ𝕋𝕋𝕋𝕋ℙ is found in the works of Tisseur and 
Meerbergen (2001), Muhič and Plestenjak (2010), and 
Hochstenbach et al. (2012), and numerical methods are found in 
Plestenjak (2016) and Dong (2022). In this paper, we provide a 
general framework for the canonical structure of the linearized 
form of ℂ𝕋𝕋𝕋𝕋ℙ, which can be considered a continuing thread to 
study the general ℙ𝕋𝕋𝕋𝕋ℙ of degree k. 

This paper is organized as follows: Section 2 contains basic 
preliminaries. Section 3 contains the problem formulation and its 
basic theory. Section 4 contains a unified framework on different 
linearization techniques of ℂ𝕋𝕋𝕋𝕋ℙ. In Section 5, the ranks of delta 
matrices involved in ℂ𝕋𝕋𝕋𝕋ℙ are derived. A numerical example is 
presented in Section 6 to compare the linearization classes, and 
finally, in Section 7, a conclusion is drawn on the whole work. 

 
2. Preliminaries   
The following basic definitions and results are applied throughout the paper: 𝐴𝐴 ∈ ℂ𝑛𝑛1×𝑛𝑛2 is the matrix of size 𝑛𝑛1 × 𝑛𝑛2 over ℂ. 𝐴𝐴−1, 𝐴𝐴𝑇𝑇 and 𝐴𝐴∗ 
represents the inverse, transpose and conjugate transpose of the matrix 𝐴𝐴, respectively. The Euclidean norm of the matrix 𝐴𝐴 is denoted by 
∥𝐴𝐴∥ and the standard Kronecker product is denoted by ⊗.  

Definition 1. (Henderson et al., (1983)) The Kronecker Product (⊗) for two matrices A and B is defined as 𝐴𝐴⊗𝜆𝜆 = �𝑎𝑎𝑖𝑖𝑗𝑗𝜆𝜆�, where 𝑎𝑎𝑖𝑖𝑗𝑗 are the 
elements in 𝑖𝑖𝑡𝑡ℎ row and 𝑗𝑗𝑡𝑡ℎ  column of the matrix A. 

Definition 2. (Tracy & Singh, (1972)) Tracy–Singh product of partitioned matrices: Let an 𝑚𝑚 × 𝑛𝑛 matrix A be partitioned into the 𝑚𝑚𝑖𝑖 × 𝑛𝑛𝑗𝑗  
blocks 𝐴𝐴𝑖𝑖𝑗𝑗 and a 𝑝𝑝 × 𝑞𝑞 matrix B into the 𝑝𝑝𝑘𝑘 × 𝑞𝑞𝑙𝑙 blocks 𝜆𝜆𝑘𝑘𝑙𝑙 such that 𝑚𝑚 = ∑ 𝑚𝑚𝑖𝑖

𝑟𝑟
𝑖𝑖=1 , 𝑛𝑛 = ∑ 𝑛𝑛𝑗𝑗𝑠𝑠

𝑗𝑗=1 , 𝑝𝑝 = ∑ 𝑝𝑝𝑘𝑘𝑡𝑡
𝑘𝑘=1 , 𝑞𝑞 = ∑ 𝑞𝑞𝑙𝑙𝑢𝑢

𝑙𝑙=1 . The Tracy–Singh 

product 𝐴𝐴⊙𝜆𝜆 is a 𝑚𝑚𝑝𝑝 × 𝑛𝑛𝑞𝑞 matrix, defined as 𝐴𝐴⊙𝜆𝜆 = �𝐴𝐴𝑖𝑖𝑗𝑗 ⊙ 𝜆𝜆�
𝑖𝑖𝑗𝑗

= ��𝐴𝐴𝑖𝑖𝑗𝑗 ⊗ 𝜆𝜆𝑘𝑘𝑙𝑙�𝑘𝑘𝑙𝑙�𝑖𝑖𝑗𝑗
 , where the (ij)th block of the product is the 𝑚𝑚𝑖𝑖𝑝𝑝 ×

𝑛𝑛𝑗𝑗𝑞𝑞 matrix 𝐴𝐴𝑖𝑖𝑗𝑗 ⊙ 𝜆𝜆, of which the (kl)th subblock equals the 𝑚𝑚𝑖𝑖𝑝𝑝𝑘𝑘 × 𝑛𝑛𝑗𝑗𝑞𝑞𝑙𝑙 matrix 𝐴𝐴𝑖𝑖𝑗𝑗 ⊗ 𝜆𝜆𝑘𝑘𝑙𝑙. 

For example, if we take 𝐴𝐴 = �A11 A12
A21 A22

� and 𝜆𝜆 = �𝜆𝜆11 𝜆𝜆12
𝜆𝜆21 𝜆𝜆22

�; then the Tracy-Singh product is defined as, 

 𝐴𝐴⊙ 𝜆𝜆 = �A11 ⊙ B A12 ⊙ B
A21 ⊙ B A22 ⊙ B� = �

A11 ⊗ B11 A11 ⊗ B12
A11 ⊗ B21 A11 ⊗ B22

A12 ⊗ B11 A12 ⊗ B12
A12 ⊗ B21 A12 ⊗ B22

A21 ⊗ B11 A21 ⊗ B12
A21 ⊗ B21 A21 ⊗ B22

A22 ⊗ B11 A22 ⊗ B12
A22 ⊗ B21 A22 ⊗ B22

� 
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We will denote the Tracy-Singh Product by a map TSP. 

Definition 3. (Muhič & Plestenjak, (2010))) Tracy-Singh reordering of two block matrices A and B is given by a map 𝑇𝑇𝑇𝑇𝑇𝑇, such that 
𝑇𝑇𝑇𝑇𝑇𝑇(𝐴𝐴⊗ 𝜆𝜆) = 𝐴𝐴⊙𝜆𝜆, i.e., we reorder the columns and rows of the Kronecker product 𝐴𝐴⊗ 𝜆𝜆, to obtain the Tracy-Singh product. 

Theorem 1. (Tracy & Jinadasa, (1989)) When 𝐴𝐴 and 𝜆𝜆 can be partitioned into equal-sized blocks, then Tracy-Singh product 𝐴𝐴⊙𝜆𝜆 and the 
Kronecker product 𝐴𝐴⊗ 𝜆𝜆 are permutation equivalent. 

Definition 4. (Hochstenbach, (2003)) The generalized eigenvalue problem (𝔾𝔾𝕋𝕋ℙ) is to find the pair (𝜆𝜆, 𝑥𝑥) that satisfies the matrix equation of 
the form 𝐴𝐴𝑥𝑥 = 𝜆𝜆𝜆𝜆𝑥𝑥, where A and B are any matrices over ℂ, x is a non-zero vector, and 𝜆𝜆 is the spectral parameter. 

Definition 5. (Atkinson, (1972)) 𝕃𝕃𝕃𝕃𝕋𝕋ℙ is to find the scalars 𝜆𝜆𝑖𝑖 ∈ ℂ and the corresponding non-zero vectors 𝑥𝑥𝑖𝑖 ∈ ℂ𝑚𝑚𝑖𝑖 such that,  

𝕎𝕎(𝑋𝑋,𝛺𝛺) =

⎩
⎪
⎪
⎨

⎪
⎪
⎧
𝕎𝕎1(𝜆𝜆)𝑥𝑥1
…
𝕎𝕎𝑛𝑛(𝜆𝜆)𝑥𝑥𝑛𝑛
1
2

(𝑥𝑥1∗𝑥𝑥1 − 1)
…
1
2

(𝑥𝑥𝑛𝑛∗𝑥𝑥𝑛𝑛 − 1)

    = 0,                                            (8) 

 

 where 𝕎𝕎𝑖𝑖(𝜆𝜆) : = −𝐴𝐴𝑖𝑖0 + ∑ 𝜆𝜆𝑗𝑗𝑛𝑛
𝑗𝑗=1 𝐴𝐴𝑖𝑖𝑗𝑗; 𝐴𝐴𝑖𝑖𝑗𝑗 ∈ ℂ𝑚𝑚𝑖𝑖×𝑚𝑚𝑖𝑖; 𝑖𝑖 : = 1:𝑛𝑛; 𝑗𝑗 : = 0:𝑛𝑛. 𝕃𝕃2𝕋𝕋ℙ being the special case of 𝕃𝕃𝕃𝕃𝕋𝕋ℙ when n = 2. 

Definition 6. (Hochstenbach et al., (2012)) Let ℚ(𝜆𝜆, 𝜇𝜇) : = ∑ ∑ 𝜆𝜆𝑖𝑖𝑘𝑘−𝑖𝑖
𝑗𝑗=0

𝑘𝑘
𝑖𝑖=0 𝜇𝜇𝑗𝑗𝑃𝑃𝑖𝑖𝑗𝑗 be any 𝑛𝑛 × 𝑛𝑛 matrix polynomial. Then, an 𝑙𝑙𝑛𝑛 × 𝑙𝑙𝑛𝑛 linear matrix 

polynomial 𝕃𝕃(𝜆𝜆,𝜇𝜇) = 𝐿𝐿0 + 𝜆𝜆𝐿𝐿1 + 𝜇𝜇𝐿𝐿2 is a linearization of ℚ(𝜆𝜆,𝜇𝜇) if there exist polynomials ℳ(𝜆𝜆, 𝜇𝜇) and 𝒩𝒩(𝜆𝜆, 𝜇𝜇), whose determinant is a 

non-zero constant independent of 𝜆𝜆 and 𝜇𝜇, such that �ℚ
(𝜆𝜆, 𝜇𝜇) 0

0 𝐼𝐼(𝑙𝑙−1)𝑛𝑛
� = ℳ(𝜆𝜆, 𝜇𝜇)𝕃𝕃(𝜆𝜆, 𝜇𝜇)𝒩𝒩(𝜆𝜆, 𝜇𝜇). 

 
3. General Theory of ℂ𝕋𝕋𝕋𝕋ℙ 

The standard form of ℂ𝕋𝕋𝕋𝕋ℙ, which is being the special case ℙ𝕋𝕋𝕋𝕋ℙ when 𝑘𝑘 = 3, is given by 

                                                              ℙ1
(𝜆𝜆, 𝜇𝜇)𝑥𝑥1 = 0,

ℙ2(𝜆𝜆, 𝜇𝜇)𝑥𝑥2 = 0,                                                                                (9) 

where 
ℙ1(𝜆𝜆, 𝜇𝜇) = 𝜆𝜆3𝐴𝐴30 + 𝜆𝜆2𝜇𝜇𝐴𝐴21 + 𝜆𝜆𝜇𝜇2𝐴𝐴12 + 𝜇𝜇3𝐴𝐴03 + 𝜆𝜆2𝐴𝐴20 + 𝜆𝜆𝜇𝜇𝐴𝐴11 + 𝜇𝜇2𝐴𝐴02 + 𝜆𝜆𝐴𝐴10 + 𝜇𝜇𝐴𝐴01 + 𝐴𝐴00;  

ℙ2(𝜆𝜆,𝜇𝜇) = 𝜆𝜆3𝜆𝜆30 + 𝜆𝜆2𝜇𝜇𝜆𝜆21 + 𝜆𝜆𝜇𝜇2𝜆𝜆12 + 𝜇𝜇3𝜆𝜆03 + 𝜆𝜆2𝜆𝜆20 + 𝜆𝜆𝜇𝜇𝜆𝜆11 + 𝜇𝜇2𝜆𝜆02 + 𝜆𝜆𝜆𝜆10 + 𝜇𝜇𝜆𝜆01 + 𝜆𝜆00; and 𝐴𝐴𝑖𝑖𝑗𝑗, 𝜆𝜆𝑖𝑖𝑗𝑗 are 𝑛𝑛 × 𝑛𝑛 matrices over ℂ; 𝑖𝑖
: = 1: 2, 𝑗𝑗 : = 0: 9 such that at least one of the matrices 𝐴𝐴30,𝐴𝐴03,𝜆𝜆30,𝜆𝜆03,𝐴𝐴21,𝐴𝐴12,𝜆𝜆21,𝜆𝜆12 is nonzero.  

The ℂ𝕋𝕋𝕋𝕋ℙ appears in prior work (Muhič & Plestenjak, 2010) (Example 20), where the problem is linearized into a 𝕃𝕃2𝕋𝕋ℙ. However, the 
authors did not provide proof of the Kronecker structure involved in theory, similar to the quadratic case, due to the complexity arising in 
the respective Kronecker canonical structure. For a given ℂ𝕋𝕋𝕋𝕋ℙ defined in (9), we investigate the 𝕃𝕃2𝕋𝕋ℙ, 

                         
𝕃𝕃(1)(λ, μ)𝑤𝑤1 = �𝕃𝕃0

(1) + 𝜆𝜆𝕃𝕃1
(1) + 𝜇𝜇𝕃𝕃2

(1)�𝑤𝑤1 = 0

𝕃𝕃(2)(λ, μ)𝑤𝑤2 = �𝕃𝕃0
(2) + 𝜆𝜆𝕃𝕃1

(2) + 𝜇𝜇𝕃𝕃2
(2)�𝑤𝑤2 = 0

                                              (10) 

where 𝑤𝑤𝑖𝑖 ∈ ℂ6𝑛𝑛  0; 𝕃𝕃𝑗𝑗
(𝑖𝑖) ∈ ℂ6𝑛𝑛×6𝑛𝑛 , 𝑖𝑖 : = 1: 2, 𝑗𝑗 = 0: 2, such that (10) agrees with the eigenvalues of (9). Converting the problem into a system 

of joint 𝔾𝔾𝕋𝕋ℙ in the tensor product space is considered the de facto method, known as the Delta method (Atkinson, 1972) for spectral analysis 
of the problem. The equivalence between the problem 𝕃𝕃2𝕋𝕋ℙ and the corresponding joint 𝔾𝔾𝕋𝕋ℙ can be established by transforming the 
problem into a commuting pair of specific operator matrices with the following operator determinants, 

𝛥𝛥0 : = 𝕃𝕃1
(1) ⊗𝕃𝕃2

(2) − 𝕃𝕃2
(1) ⊗𝕃𝕃1

(2)          

𝛥𝛥1 : = 𝕃𝕃2
(1) ⊗𝕃𝕃0

(2) − 𝕃𝕃0
(1) ⊗𝕃𝕃2

(2);𝛥𝛥2 : = 𝕃𝕃0
(1) ⊗𝕃𝕃1

(2) − 𝕃𝕃1
(1) ⊗𝕃𝕃0

(2)    (11) 

Then each 𝛥𝛥𝑖𝑖 , 𝑖𝑖 : = 1: 2 is 𝑁𝑁 × 𝑁𝑁 matrices, where 𝑁𝑁 : = 36𝑛𝑛2. The system (10) is referred to as singular or nonsingular, according to the 
operator matrix 𝛥𝛥0 specified in Equation (11). The proof for the singularity of 𝛥𝛥0 has been discussed in Section 5, along with the other two 
operator matrices 𝛥𝛥1 and 𝛥𝛥2 using Tracy-Singh product. For spectral analysis, the linear ℙ𝕋𝕋𝕋𝕋ℙ is generally considered as nonsingular and a 
commuting tuple of the form 𝛤𝛤 : = (𝛤𝛤1,𝛤𝛤2) is used, where 𝛤𝛤𝑖𝑖 : = 𝛥𝛥0−1𝛥𝛥𝑖𝑖; 𝑖𝑖 : = 1,2 and is equivalent to a system of joint 𝔾𝔾𝕋𝕋ℙ  of the form given 
by, 
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𝛥𝛥𝑗𝑗𝑢𝑢 = 𝜆𝜆𝑗𝑗𝛥𝛥0𝑢𝑢;   𝑗𝑗 : = 1, 2;        (12) 

where 𝑢𝑢 = 𝑤𝑤1 ⊗𝑤𝑤2 ∈ ℂ𝑁𝑁  is a decomposable tensor. System (10) is called linearization of ℂ𝕋𝕋𝕋𝕋ℙ defined in (9). 

Theorem 2.  (Atkinson, (1972); Muhič & Plestenjak, (2010)) For given values 𝛼𝛼0,𝛼𝛼1 and 𝛼𝛼2, the homogeneous problem, 

                                        �𝜂𝜂0𝕃𝕃0
(1) + 𝜂𝜂1𝕃𝕃1

(1) + 𝜂𝜂2𝕃𝕃2
(1)�𝑤𝑤1 = 0 

                                        �𝜂𝜂0𝕃𝕃0
(2) + 𝜂𝜂1𝕃𝕃1

(2) + 𝜂𝜂2𝕃𝕃2
(2)�𝑤𝑤2 = 0                                  (13)  

satisfies the following equivalent conditions 

1. The matrix 𝛥𝛥 = ∑ 𝛼𝛼𝑖𝑖2
𝑖𝑖=0 𝛥𝛥𝑖𝑖 is singular. 

2. There exists an eigenvalue (𝜂𝜂0, 𝜂𝜂1, 𝜂𝜂2) of the system (12) such that ∑ 𝜂𝜂𝑖𝑖2
𝑖𝑖=0 𝛼𝛼𝑖𝑖 = 0 

The same result for nonsingularity has been stated in the following way also. 

Theorem 3. (Atkinson, (1972); Muhič & Plestenjak, (2010)) The homogeneous 𝕃𝕃𝕃𝕃𝕋𝕋ℙ  

∑ 𝜂𝜂𝑗𝑗𝑘𝑘
𝑗𝑗=0 𝐴𝐴𝑖𝑖𝑗𝑗𝑥𝑥𝑖𝑖 = 0       (14) 

 where 𝐴𝐴𝑖𝑖𝑗𝑗 ∈ ℂ𝑛𝑛𝑖𝑖×𝑛𝑛𝑖𝑖, for 𝑖𝑖 = 1, … , 𝑘𝑘 and 𝑗𝑗 = 0, … , 𝑘𝑘 is said to be nonsingular if there exists a nonsingular linear combination of the operator 
determinants 𝛥𝛥𝑖𝑖’s, i.e., 𝛥𝛥 = ∑ 𝛼𝛼𝑖𝑖𝑘𝑘

𝑖𝑖=0 𝛥𝛥𝑖𝑖. This is equivalent to the condition that, if 𝜂𝜂 = (𝜂𝜂0, 𝜂𝜂1, … , 𝜂𝜂𝑘𝑘) is an eigenvalue of (14), then ∑ 𝛼𝛼𝑖𝑖𝑘𝑘
𝑖𝑖=0 𝜂𝜂𝑖𝑖 ≠

0. 

Theorem 4. (Cox et al., (2005)) (Bezout’s theorem) Two projective curves of orders n and m with no 
common component has precisely nm points of intersection counting multiplicities. 

 
4. Linearization of ℂ𝕋𝕋𝕋𝕋ℙ 
In this section, we present three different types of linearization techniques of ℂ𝕋𝕋𝕋𝕋ℙ. Two of them are the general linearization, resulting in 
a singular 𝕃𝕃2𝕋𝕋ℙ, with coefficient matrices of size 6𝑛𝑛 × 6𝑛𝑛 and 9𝑛𝑛 × 9𝑛𝑛, respectively. The singularity conditions for the associated 𝔾𝔾𝕋𝕋ℙ is 
shown with the help of Tracy-Singh reordering in 𝛥𝛥𝑖𝑖’s. The third type of linearization is done by replacing nonlinear terms with new variables, 
which formulates a nonsingular linear nine-parameter eigenvalue problem (𝕃𝕃9𝕋𝕋ℙ) so that more efficient methods for solving nonsingular 
problems can be applied in this case. 

Standard Linearization 
For a given ℂ𝕋𝕋𝕋𝕋ℙ, and by following definition 5, we can linearize the ℂ𝕋𝕋𝕋𝕋ℙ into a 𝕃𝕃2𝕋𝕋ℙ (Muhič & Plestenjak, 2010) of the form,  

⎝

⎜⎜
⎛

⎣
⎢
⎢
⎢
⎢
⎡
𝐴𝐴00 𝐴𝐴10 𝐴𝐴01 𝐴𝐴20 𝐴𝐴11 𝐴𝐴02

0 −𝐼𝐼 0 0 0 0
0 0 −𝐼𝐼 0 0 0
0 0 0 −𝐼𝐼 0 0
0 0 0 0 −𝐼𝐼 0
0 0 0 0 0 −𝐼𝐼 ⎦

⎥
⎥
⎥
⎥
⎤

+ 𝜆𝜆

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 𝐴𝐴30 𝐴𝐴21 𝐴𝐴12
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 𝐼𝐼 0 0 0 0
0 0 𝐼𝐼 0 0 0
0 0 0 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

+ 𝜇𝜇

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 0 0 𝐴𝐴03
0 0 0 0 0 0
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

⎠

⎟⎟
⎞

⎣
⎢
⎢
⎢
⎢
⎡
𝑥𝑥1
𝜆𝜆𝑥𝑥1
𝜇𝜇𝑥𝑥1
𝜆𝜆2𝑥𝑥1
𝜆𝜆𝜇𝜇𝑥𝑥1
𝜇𝜇2𝑥𝑥1⎦

⎥
⎥
⎥
⎥
⎤

= 0, 

⎝

⎜⎜
⎛

⎣
⎢
⎢
⎢
⎢
⎡
𝜆𝜆00 𝜆𝜆10 𝜆𝜆01 𝜆𝜆20 𝜆𝜆11 𝜆𝜆02

0 −𝐼𝐼 0 0 0 0
0 0 −𝐼𝐼 0 0 0
0 0 0 −𝐼𝐼 0 0
0 0 0 0 −𝐼𝐼 0
0 0 0 0 0 −𝐼𝐼 ⎦

⎥
⎥
⎥
⎥
⎤

+ 𝜆𝜆

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 𝜆𝜆30 𝜆𝜆21 𝜆𝜆12
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 𝐼𝐼 0 0 0 0
0 0 𝐼𝐼 0 0 0
0 0 0 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

+ 𝜇𝜇

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 0 0 𝜆𝜆03
0 0 0 0 0 0
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

⎠

⎟⎟
⎞

⎣
⎢
⎢
⎢
⎢
⎡
𝑥𝑥2
𝜆𝜆𝑥𝑥2
𝜇𝜇𝑥𝑥2
𝜆𝜆2𝑥𝑥2
𝜆𝜆𝜇𝜇𝑥𝑥2
𝜇𝜇2𝑥𝑥2⎦

⎥
⎥
⎥
⎥
⎤

= 0.                              (15) 

Comparing Equation (15) with that of the Equation (10), we have, 

𝕃𝕃0
(1) =

⎣
⎢
⎢
⎢
⎢
⎡
𝐴𝐴00 𝐴𝐴10 𝐴𝐴01 𝐴𝐴20 𝐴𝐴11 𝐴𝐴02

0 −𝐼𝐼 0 0 0 0
0 0 −𝐼𝐼 0 0 0
0 0 0 −𝐼𝐼 0 0
0 0 0 0 −𝐼𝐼 0
0 0 0 0 0 −𝐼𝐼 ⎦

⎥
⎥
⎥
⎥
⎤

, 𝕃𝕃1
(1) =

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 𝐴𝐴30 𝐴𝐴21 𝐴𝐴12
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 𝐼𝐼 0 0 0 0
0 0 𝐼𝐼 0 0 0
0 0 0 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝕃𝕃2
(1) =

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 0 0 𝐴𝐴03
0 0 0 0 0 0
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

,𝕃𝕃0
(2) =

⎣
⎢
⎢
⎢
⎢
⎡
𝜆𝜆00 𝜆𝜆10 𝜆𝜆01 𝜆𝜆20 𝜆𝜆11 𝜆𝜆02

0 −𝐼𝐼 0 0 0 0
0 0 −𝐼𝐼 0 0 0
0 0 0 −𝐼𝐼 0 0
0 0 0 0 −𝐼𝐼 0
0 0 0 0 0 −𝐼𝐼 ⎦

⎥
⎥
⎥
⎥
⎤

, 
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𝕃𝕃1
(2) =

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 𝜆𝜆30 𝜆𝜆21 𝜆𝜆12
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 𝐼𝐼 0 0 0 0
0 0 𝐼𝐼 0 0 0
0 0 0 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

,𝕃𝕃2
(2) =

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 0 0 𝜆𝜆03
0 0 0 0 0 0
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

. 

For the first Equation in (15), consider,  

Λ =

⎣
⎢
⎢
⎢
⎢
⎡

1
𝜆𝜆
𝜇𝜇
𝜆𝜆2
𝜆𝜆𝜇𝜇
𝜇𝜇2⎦
⎥
⎥
⎥
⎥
⎤

,   and  𝑤𝑤1 = Λ⊗ 𝑥𝑥1 =

⎣
⎢
⎢
⎢
⎢
⎡
𝑥𝑥1
𝜆𝜆𝑥𝑥1
𝜇𝜇𝑥𝑥1
𝜆𝜆2𝑥𝑥1
𝜆𝜆𝜇𝜇𝑥𝑥1
𝜇𝜇2𝑥𝑥1⎦

⎥
⎥
⎥
⎥
⎤

. 

Thus, 𝑥𝑥1 is an eigenvector corresponding to the eigenvalue (λ,μ) of ℙ1(λ, μ) from Equation (9) if and only if 𝑤𝑤1 = Λ⊗ 𝑥𝑥1 is an eigenvector 
corresponding to the eigenvalue (λ,μ) of 𝕃𝕃(1)(λ, μ) from Equation (10). Now, using the definition 6, we demonstrate that 𝕃𝕃(1)(λ,μ) is a 
linearization of ℙ1(λ, μ). For that define 

𝒩𝒩(λ, μ) =

⎣
⎢
⎢
⎢
⎢
⎢
⎡
𝐼𝐼𝑛𝑛 0 0 0 0 0
λ𝐼𝐼𝑛𝑛 0 0 0 0 𝐼𝐼𝑛𝑛
μ𝐼𝐼𝑛𝑛 0 0 0 𝐼𝐼𝑛𝑛 0
λ2𝐼𝐼𝑛𝑛 0 0 𝐼𝐼𝑛𝑛 0 0
λμ𝐼𝐼𝑛𝑛 0 𝐼𝐼𝑛𝑛 0 0 0
μ2𝐼𝐼𝑛𝑛 𝐼𝐼𝑛𝑛 0 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎥
⎤

, 

ℳ(λ, μ) =

⎣
⎢
⎢
⎢
⎢
⎡𝐼𝐼𝑛𝑛 S1(λ, μ) S2(λ, μ) A20 + λA30 A11 + λA21 A02 + λA12 + μA03

0 0 μ𝐼𝐼𝑛𝑛 0 0 −𝐼𝐼𝑛𝑛
0 0 λIn 0 −𝐼𝐼𝑛𝑛 0
0 λ𝐼𝐼𝑛𝑛 0 −𝐼𝐼𝑛𝑛 0 0
0 0 −𝐼𝐼𝑛𝑛 0 0 0
0 −𝐼𝐼𝑛𝑛 0 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

, 

where  𝑇𝑇1(λ,μ) = 𝐴𝐴10 + λ𝐴𝐴20 + λ2𝐴𝐴30 and 𝑇𝑇2(λ, μ) = 𝐴𝐴01 + λ𝐴𝐴11 + λ2𝐴𝐴21 + μ𝐴𝐴02 + λμ𝐴𝐴12 + μ2𝐴𝐴03.  Then we can check that, 

ℳ(λ,μ)𝕃𝕃(1)(λ,μ)𝒩𝒩(λ, μ) = �ℙ1(λ, μ) 0
0 𝐼𝐼5𝑛𝑛

�. 

Thus, we have det ℙ1(λ,μ) = α det 𝕃𝕃(1)(λ, μ), for some α ≠ 0. This indicates that 𝕃𝕃(1)(λ, μ)  is a llinearization of ℙ1(λ, μ) and it preserves 
the eigenvalues of ℙ1(λ, μ). Similarly, we can also check for the second Equation of (15).  

Khazanov Linearization 
This approach was presented by Khazanov (2007). In this approach, we first write ℙ1(𝜆𝜆,𝜇𝜇) as a polynomial in 𝜆𝜆. 

 (𝜆𝜆3𝐴𝐴30 + 𝜆𝜆2(𝜇𝜇𝐴𝐴21 + 𝐴𝐴20) + 𝜆𝜆(𝜇𝜇2𝐴𝐴12 + 𝜇𝜇𝐴𝐴11 + 𝐴𝐴10) + (𝜇𝜇3𝐴𝐴03 + 𝜇𝜇2𝐴𝐴02 + 𝜇𝜇𝐴𝐴01 + 𝐴𝐴00)𝑥𝑥1 = 0.   (16)   

Now, by using the first companion form, Equation (16) can be linearized as, 

�𝜆𝜆 �
0 0 𝐴𝐴30
0 𝐼𝐼 0
𝐼𝐼 0 0

� + �
𝜇𝜇3𝐴𝐴03 + 𝜇𝜇2𝐴𝐴02 + 𝜇𝜇𝐴𝐴01 + 𝐴𝐴00 𝜇𝜇2𝐴𝐴12 + 𝜇𝜇𝐴𝐴11 + 𝐴𝐴10 𝜇𝜇𝐴𝐴21 + 𝐴𝐴20

0 0 −𝐼𝐼
0 −𝐼𝐼 0

�� �
𝑥𝑥1
𝜆𝜆𝑥𝑥1
𝜆𝜆2𝑥𝑥1

�  = 0.           (17) 

Now, by considering the polynomial in 𝜇𝜇, we obtain 

 �𝜇𝜇3 �
𝐴𝐴03 0 0

0 0 0
0 0 0

� + 𝜇𝜇2 �
𝐴𝐴02 𝐴𝐴12 0

0 0 0
0 0 0

� + 𝜇𝜇 �
𝐴𝐴01 𝐴𝐴11 𝐴𝐴21

0 0 0
0 0 0

� + �
𝐴𝐴00 𝐴𝐴10 𝜆𝜆𝐴𝐴30 + 𝐴𝐴20

0 𝜆𝜆𝐼𝐼 −𝐼𝐼
𝜆𝜆𝐼𝐼 −𝐼𝐼 0

�� �
𝑥𝑥1
𝜆𝜆𝑥𝑥1
𝜆𝜆2𝑥𝑥1

� = 0.           (18) 

By using the first companion form for linearization, we have 
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⎝

⎜
⎛
𝜇𝜇

⎣
⎢
⎢
⎢
⎡ 0 0 �

𝐴𝐴03 0 0
0 0 0
0 0 0

�

0 𝐼𝐼3𝑛𝑛 0
𝐼𝐼3𝑛𝑛 0 0 ⎦

⎥
⎥
⎥
⎤

+

⎣
⎢
⎢
⎢
⎡�
𝐴𝐴00 𝐴𝐴10 𝜆𝜆𝐴𝐴30 + 𝐴𝐴20

0 𝜆𝜆𝐼𝐼 −𝐼𝐼
𝜆𝜆𝐼𝐼 −𝐼𝐼 0

� �
𝐴𝐴01 𝐴𝐴11 𝐴𝐴21

0 0 0
0 0 0

� �
𝐴𝐴02 𝐴𝐴12 0

0 0 0
0 0 0

�

0 0 −𝐼𝐼3𝑛𝑛
0 −𝐼𝐼3𝑛𝑛 0 ⎦

⎥
⎥
⎥
⎤

⎠

⎟
⎞

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝑥𝑥1
𝜆𝜆𝑥𝑥1
𝜆𝜆2𝑥𝑥1
𝜇𝜇𝑥𝑥1
𝜆𝜆𝜇𝜇𝑥𝑥1
𝜆𝜆2𝜇𝜇𝑥𝑥1
𝜇𝜇2𝑥𝑥1
𝜆𝜆𝜇𝜇2𝑥𝑥1
𝜆𝜆2𝜇𝜇2𝑥𝑥1⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

= 0,   (19) 

which can also be rewritten as 

 

⎝

⎜
⎜
⎜
⎜
⎜
⎜
⎛

 𝜇𝜇

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

0 0 0 0 0 0 𝐴𝐴03 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 𝐼𝐼𝑛𝑛 0 0 0 0 0
0 0 0 0 𝐼𝐼𝑛𝑛 0 0 0 0
0 0 0 0 0 𝐼𝐼𝑛𝑛 0 0 0
𝐼𝐼𝑛𝑛 0 0 0 0 0 0 0 0
0 𝐼𝐼𝑛𝑛 0 0 0 0 0 0 0
0 0 𝐼𝐼𝑛𝑛 0 0 0 0 0 0⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

+

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝐴𝐴00 𝐴𝐴10 𝜆𝜆𝐴𝐴30 + 𝐴𝐴20 𝐴𝐴01 𝐴𝐴11 𝐴𝐴21 𝐴𝐴02 𝐴𝐴12 0

0 𝜆𝜆𝐼𝐼𝑛𝑛 −𝐼𝐼𝑛𝑛 0 0 0 0 0 0
𝜆𝜆𝐼𝐼𝑛𝑛 −𝐼𝐼𝑛𝑛 0 0 0 0 0 0 0
0 0 0 0 0 0 −𝐼𝐼𝑛𝑛 0 0
0 0 0 0 0 0 0 −𝐼𝐼𝑛𝑛 0
0 0 0 0 0 0 0 0 −𝐼𝐼𝑛𝑛
0 0 0 −𝐼𝐼𝑛𝑛 0 0 0 0 0
0 0 0 0 −𝐼𝐼𝑛𝑛 0 0 0 0
0 0 0 0 0 −𝐼𝐼𝑛𝑛 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

⎠

⎟
⎟
⎟
⎟
⎟
⎟
⎞

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝑥𝑥1
𝜆𝜆𝑥𝑥1
𝜆𝜆2𝑥𝑥1
𝜇𝜇𝑥𝑥1
𝜆𝜆𝜇𝜇𝑥𝑥1
𝜆𝜆2𝜇𝜇𝑥𝑥1
𝜇𝜇2𝑥𝑥1
𝜆𝜆𝜇𝜇2𝑥𝑥1
𝜆𝜆2𝜇𝜇2𝑥𝑥1⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

= 0.    (20) 

 

This is equivalent to 

𝜆𝜆

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

0 0 𝐴𝐴30 0 0 0 0 0 0
0 𝐼𝐼𝑛𝑛 0 0 0 0 0 0 0
𝐼𝐼𝑛𝑛 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

+ 𝜇𝜇

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

0 0 0 0 0 0 𝐴𝐴03 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 𝐼𝐼𝑛𝑛 0 0 0 0 0
0 0 0 0 𝐼𝐼𝑛𝑛 0 0 0 0
0 0 0 0 0 𝐼𝐼𝑛𝑛 0 0 0
𝐼𝐼𝑛𝑛 0 0 0 0 0 0 0 0
0 𝐼𝐼𝑛𝑛 0 0 0 0 0 0 0
0 0 𝐼𝐼𝑛𝑛 0 0 0 0 0 0⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

(21) 

+

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡
𝐴𝐴00 𝐴𝐴10 𝐴𝐴20 𝐴𝐴01 𝐴𝐴11 𝐴𝐴21 𝐴𝐴02 𝐴𝐴12 0

0 0 −𝐼𝐼𝑛𝑛 0 0 0 0 0 0
0 −𝐼𝐼𝑛𝑛 0 0 0 0 0 0 0
0 0 0 0 0 0 −𝐼𝐼𝑛𝑛 0 0
0 0 0 0 0 0 0 −𝐼𝐼𝑛𝑛 0
0 0 0 0 0 0 0 0 −𝐼𝐼𝑛𝑛
0 0 0 −𝐼𝐼𝑛𝑛 0 0 0 0 0
0 0 0 0 −𝐼𝐼𝑛𝑛 0 0 0 0
0 0 0 0 0 −𝐼𝐼𝑛𝑛 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

𝑥𝑥1
𝜆𝜆𝑥𝑥1
𝜆𝜆2𝑥𝑥1
𝜇𝜇𝑥𝑥1
𝜆𝜆𝜇𝜇𝑥𝑥1
𝜆𝜆2𝜇𝜇𝑥𝑥1
𝜇𝜇2𝑥𝑥1
𝜆𝜆𝜇𝜇2𝑥𝑥1
𝜆𝜆2𝜇𝜇2𝑥𝑥1⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

= 0. 

This linearization is called Khazanov Linearization. Proceeding similarly for ℙ2(𝜆𝜆, 𝜇𝜇), the respective linearization can be obtained. In the place 
of the first companion form of linearizations in Equations (17) and (19), if we use different forms of linearizations, we obtain further 
linearizations with 9𝑛𝑛 × 9𝑛𝑛 matrices. The size of the matrices in the Khazanov linearization in Equation (21) is 9𝑛𝑛 × 9𝑛𝑛, which is larger than 
that of the Standard linearization (6𝑛𝑛 × 6𝑛𝑛). Thus, the Khazanov linearization is numerically less efficient than that of the Standard 
linearization. Moreover, one can further deduce the standard linearization from the Khazanov linearization of (21). 
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Linearization Like Method 

Consider the ℂ𝕋𝕋𝕋𝕋ℙ defined in (9), we introduce the new variables 𝛼𝛼 = 𝜆𝜆3, 𝛽𝛽 = 𝜆𝜆2𝜇𝜇, 𝛾𝛾 = 𝜆𝜆𝜇𝜇2, 𝛿𝛿 = 𝜇𝜇3, 𝜂𝜂 = 𝜆𝜆2, 𝜈𝜈 = 𝜆𝜆𝜇𝜇 and 𝜎𝜎 = 𝜇𝜇2. The 
ℂ𝕋𝕋𝕋𝕋ℙ can be rewritten as a linear 𝕃𝕃9𝕋𝕋ℙ as follows: 

(𝛼𝛼𝐴𝐴30 + 𝛽𝛽𝐴𝐴21 + 𝛾𝛾𝐴𝐴12 + 𝛿𝛿𝐴𝐴03 + 𝜂𝜂𝐴𝐴20 + 𝜈𝜈𝐴𝐴11 + 𝜎𝜎𝐴𝐴02 + 𝜆𝜆𝐴𝐴10 + 𝜇𝜇𝐴𝐴01 + 𝐴𝐴00)𝑥𝑥1 = 0,
(𝛼𝛼𝜆𝜆30 + 𝛽𝛽𝜆𝜆21 + 𝛾𝛾𝜆𝜆12 + 𝛿𝛿𝜆𝜆03 + 𝜂𝜂𝜆𝜆20 + 𝜈𝜈𝜆𝜆11 + 𝜎𝜎𝜆𝜆02 + 𝜆𝜆𝜆𝜆10 + 𝜇𝜇𝜆𝜆01 + 𝜆𝜆00)𝑥𝑥2 = 0,

��
0 0 0
0 1 0
0 0 0

� + 𝜆𝜆 �
0 0 −1
−1 0 0
0 0 0

� + 𝛼𝛼 �
1 0 0
0 0 0
0 0 0

�� �
1
𝜆𝜆
𝜆𝜆2
� = 0,

��
0 0 0
0 1 0
0 0 0

� + 𝜆𝜆 �
0 0 0
−1 0 0
0 0 0

� + 𝜇𝜇 �
0 0 −1
0 0 0
0 0 0

� + 𝛽𝛽 �
1 0 0
0 0 0
0 0 0

�� �
1
𝜆𝜆
𝜆𝜆2
� = 0,

��
0 0 0
0 1 0
0 0 0

� + 𝜆𝜆 �
0 0 −1
0 0 0
0 0 0

� + 𝜇𝜇 �
0 0 0
−1 0 0
0 0 0

� + 𝛽𝛽 �
1 0 0
0 0 0
0 0 0

�� �
1
𝜇𝜇
𝜇𝜇2
� = 0,

��
0 0 0
0 1 0
0 0 0

� + 𝜇𝜇 �
0 0 −1
−1 0 0
0 0 0

� + 𝛿𝛿 �
1 0 0
0 0 0
0 0 0

�� �
1
𝜇𝜇
𝜇𝜇2
� = 0,

��
0 0 0
0 1 0
0 0 0

� + 𝜆𝜆 �
0 −1 0
−1 0 0
0 0 0

� + 𝜂𝜂 �
1 0 0
0 0 0
0 0 0

�� �
1
𝜆𝜆
𝜆𝜆2
� = 0,

 

                     ��
0 0 0
0 1 0
0 0 0

� + 𝜆𝜆 �
0 0 0
−1 0 0
0 0 0

� + 𝜇𝜇 �
0 −1 0
0 0 0
0 0 0

� + 𝜈𝜈 �
1 0 0
0 0 0
0 0 0

�� �
1
𝜆𝜆
𝜆𝜆2
� = 0, 

                                                ��
0 0 0
0 1 0
0 0 0

� + 𝜇𝜇 �
0 −1 0
−1 0 0
0 0 0

� + 𝜎𝜎 �
1 0 0
0 0 0
0 0 0

�� �
1
𝜇𝜇
𝜇𝜇2
� = 0.    (22)      

It can be seen that if �(𝜆𝜆, 𝜇𝜇), 𝑥𝑥1 ⊗ 𝑥𝑥2� is an eigenpair of the ℂ𝕋𝕋𝕋𝕋ℙ defined in (9), then 

�(𝜆𝜆, 𝜇𝜇, 𝜆𝜆2, 𝜆𝜆𝜇𝜇, 𝜇𝜇2, 𝜆𝜆3, 𝜆𝜆2𝜇𝜇, 𝜆𝜆𝜇𝜇2, 𝜇𝜇3),𝑥𝑥1 ⊗ 𝑥𝑥2 ⊗ �
1
𝜆𝜆
𝜆𝜆2
� ⊗ �

1
𝜆𝜆
𝜆𝜆2
� ⊗ �

1
𝜇𝜇
𝜇𝜇2
� ⊗ �

1
𝜇𝜇
𝜇𝜇2
�⊗ �

1
𝜆𝜆
𝜆𝜆2
�⊗ �

1
𝜆𝜆
𝜆𝜆2
�⊗ �

1
𝜇𝜇
𝜇𝜇2
�� 

is an eigenpair of (22). For 𝕃𝕃9𝕋𝕋ℙ, the associated system of 𝔾𝔾𝕋𝕋ℙ becomes 𝛥𝛥𝑗𝑗𝑢𝑢 = 𝜆𝜆𝑗𝑗𝛥𝛥0𝑢𝑢;   𝑗𝑗 : = 1, … . ,9 (Atkinson, 1972). Khazanov 
linearization and the Standard linearization produce a singular 𝕃𝕃2𝕋𝕋ℙ. On the other hand, the linearization method produces a nonsingular 
𝕃𝕃9𝕋𝕋ℙ, which can be shown by the following lemma. 

Lemma 8.  The homogeneous version of the nine-parameter problem defined in (22) is nonsingular. 

Proof. We consider, 

𝜆𝜆 =
�̃�𝜆
�̃�𝜅 , 𝜇𝜇 =

𝜇𝜇�
�̃�𝜅 , 𝛾𝛾 =

𝛾𝛾�
�̃�𝜅 , 𝛿𝛿 =

𝛿𝛿
�̃�𝜅 , 𝜂𝜂 =

𝜂𝜂�
�̃�𝜅 , 𝜈𝜈 =

𝜈𝜈�
�̃�𝜅 ,𝜎𝜎 =

𝜎𝜎�
�̃�𝜅 

Multiplying each Equation of (22) by �̃�𝜅, the homogeneous version of the problem is obtained as, 

    det�𝛼𝛼�𝐴𝐴30 + 𝛽𝛽�𝐴𝐴21 + 𝛾𝛾�𝐴𝐴12 + 𝛿𝛿𝐴𝐴03 + 𝜂𝜂�𝐴𝐴20 + 𝜈𝜈�𝐴𝐴11 + 𝜎𝜎�𝐴𝐴02 + �̃�𝜆𝐴𝐴10 + 𝜇𝜇�𝐴𝐴01 + �̃�𝜅𝐴𝐴00� = 0, 
    det�𝛼𝛼�𝜆𝜆30 + 𝛽𝛽�𝜆𝜆21 + 𝛾𝛾�𝜆𝜆12 + 𝛿𝛿𝜆𝜆03 + 𝜂𝜂�𝜆𝜆20 + 𝜈𝜈�𝜆𝜆11 + 𝜎𝜎�𝜆𝜆02 + �̃�𝜆𝜆𝜆10 + 𝜇𝜇�𝜆𝜆01 + �̃�𝜅𝜆𝜆00� = 0, 

𝛼𝛼��̃�𝜅 − 𝜆𝜆3� = 0, 
𝛽𝛽��̃�𝜅 − 𝜆𝜆2�𝜇𝜇� = 0, 
𝛾𝛾��̃�𝜅 − �̃�𝜆𝜇𝜇2� = 0, 
𝛿𝛿�̃�𝜅 − 𝜇𝜇3� = 0, 
𝜂𝜂��̃�𝜅 − 𝜆𝜆2� = 0, 
𝜈𝜈��̃�𝜅 − �̃�𝜆𝜇𝜇� = 0, 
𝜎𝜎��̃�𝜅 − 𝜇𝜇2� = 0.                                                                                                                          (23) 
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Now consider ��̃�𝜅, �̃�𝜆, 𝜇𝜇�,𝛼𝛼�,𝛽𝛽�,𝛾𝛾�, 𝛿𝛿, 𝜂𝜂�, 𝜈𝜈�,𝜎𝜎�� to be an eigenvalue of (23) such that 𝛼𝛼� = 0. Then, the equations defined in (23) transform into 

det�𝛽𝛽�𝐴𝐴21 + 𝛾𝛾�𝐴𝐴12 + 𝛿𝛿𝐴𝐴03 + 𝜂𝜂�𝐴𝐴20 + 𝜈𝜈�𝐴𝐴11 + 𝜎𝜎�𝐴𝐴02 + �̃�𝜆𝐴𝐴10 + 𝜇𝜇�𝐴𝐴01 + �̃�𝜅𝐴𝐴00� = 0, 
det�𝛽𝛽�𝜆𝜆21 + 𝛾𝛾�𝜆𝜆12 + 𝛿𝛿𝜆𝜆03 + 𝜂𝜂�𝜆𝜆20 + 𝜈𝜈�𝜆𝜆11 + 𝜎𝜎�𝜆𝜆02 + �̃�𝜆𝜆𝜆10 + 𝜇𝜇�𝜆𝜆01 + �̃�𝜅𝜆𝜆00� = 0, 

−𝜆𝜆3� = 0, 
𝛽𝛽��̃�𝜅 − 𝜆𝜆2�𝜇𝜇� = 0, 
𝛾𝛾��̃�𝜅 − �̃�𝜆𝜇𝜇2� = 0, 
𝛿𝛿�̃�𝜅 − 𝜇𝜇3� = 0, 
𝜂𝜂��̃�𝜅 − 𝜆𝜆2� = 0, 
𝜈𝜈��̃�𝜅 − �̃�𝜆𝜇𝜇� = 0, 
𝜎𝜎��̃�𝜅 − 𝜇𝜇2� = 0.                                                                                                                      (24) 

From the third Equation, we have �̃�𝜆 = 0. After substituting its value in the subsequent equations of (24) we obtain 

𝛽𝛽��̃�𝜅 = 0, 𝛾𝛾��̃�𝜅 = 0, 𝛿𝛿�̃�𝜅 = 𝜇𝜇3, 𝜂𝜂��̃�𝜅 = 0, 𝜈𝜈��̃�𝜅 = 0, 𝜎𝜎��̃�𝜅 = 𝜇𝜇2. 

For all of these conditions, two cases may arise. 

3. If �̃�𝜅 = 0, then the sixth and the last Equation in (24) give 𝜇𝜇 = 0. Thus, the remaining equations become, 

det�𝛽𝛽�𝐴𝐴21 + 𝛾𝛾�𝐴𝐴12 + 𝛿𝛿𝐴𝐴03 + 𝜂𝜂�𝐴𝐴20 + 𝜈𝜈�𝐴𝐴11 + 𝜎𝜎�𝐴𝐴02� = 0, 
det�𝛽𝛽�𝜆𝜆21 + 𝛾𝛾�𝜆𝜆12 + 𝛿𝛿𝜆𝜆03 + 𝜂𝜂�𝜆𝜆20 + 𝜈𝜈�𝜆𝜆11 + 𝜎𝜎�𝜆𝜆02� = 0, 

which has no solution in the general case. 

4. If �̃�𝜅 ≠ 0, then for each of the above conditions, we obtain 

𝛽𝛽� = 0, 𝛾𝛾� = 0, 𝛿𝛿 =
𝜇𝜇3�

�̃�𝜅 , 𝜂𝜂� = 0, 𝜈𝜈� = 0, 𝜎𝜎� =
𝜇𝜇2�

�̃�𝜅 . 

Considering the value of 𝛿𝛿, we obtain the above system (24) as follows, 

det�𝜇𝜇
3�

𝜅𝜅�
𝐴𝐴03 + 𝜇𝜇2�

𝜅𝜅�
𝐴𝐴02 + 𝜇𝜇�

𝜅𝜅�
𝐴𝐴01 + 𝐴𝐴00� = 0 

             det�𝜇𝜇
3�

𝜅𝜅�
𝜆𝜆03 + 𝜇𝜇2�

𝜅𝜅�
𝜆𝜆02 + 𝜇𝜇�

𝜅𝜅�
𝜆𝜆01 + 𝜆𝜆00� = 0 

This has no solutions in general. Thus, the problem defined in Equation (22) does not have an eigenvalue with 𝛼𝛼 = 0. It follows Theorem 3, 
where the operator matrix 𝛥𝛥3 is nonsingular. Similarly, the operator matrices 𝛥𝛥𝑖𝑖 for 𝑖𝑖 = 4, … ,9 are nonsingular. ◻ 
 
5. Ranks of Delta Matrices 

In Muhič & Plestenjak (2010), the Kronecker structures for the Delta matrices of the ℚ𝕋𝕋𝕋𝕋ℙ have been discussed extensively to prove the 
similarity between the eigenvalues of the linearized form and the original nonlinear form. Due to the complex Kronecker structures for the 
standard linearization (15) of ℂ𝕋𝕋𝕋𝕋ℙ defined in (9), they did not attempt to prove their ranks and related theory. The ranks of the Delta 
matrices will help us discover interesting structures and prove the singularity of the 𝕃𝕃2𝕋𝕋ℙ defined in (15). These results can be viewed as a 
continuing series of proofs demonstrating that, in accordance with Theorem 17 in Muhič & Plestenjak (2010), the eigenvalues of (15) and (9) 
are identical. 

Determining the rank of Delta matrices is crucial to understanding the nature and number of eigenvalues. Through rank determination, we 
show that all linear combinations of the corresponding operator determinants are singular. When determining the ranks of the Delta 
matrices, it is more straightforward to work with the Tracy-Singh product rather than the Kronecker product, as demonstrated by Definitions 
2, 3, and 4. 

 
  



 

78 
 

Regular Issue Malaysian Journal of Science 

DOI:https//doi.org/10.22452/mjs.vol44no1.9 
Malaysian Journal of Science 44(1): 70-86 (March 2025) 

Finding the rank of 𝚫𝚫𝟎𝟎 
Consider the operator determinant 𝛥𝛥0 defined in (11). The structures of sub-matrices of 𝛥𝛥0 become 

𝕃𝕃0
(1) =

⎣
⎢
⎢
⎢
⎢
⎡
𝐴𝐴00 𝐴𝐴10 𝐴𝐴01 𝐴𝐴20 𝐴𝐴11 𝐴𝐴02

0 −𝐼𝐼 0 0 0 0
0 0 −𝐼𝐼 0 0 0
0 0 0 −𝐼𝐼 0 0
0 0 0 0 −𝐼𝐼 0
0 0 0 0 0 −𝐼𝐼 ⎦

⎥
⎥
⎥
⎥
⎤

, 𝕃𝕃1
(1) =

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 𝐴𝐴30 𝐴𝐴21 𝐴𝐴12
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 𝐼𝐼 0 0 0 0
0 0 𝐼𝐼 0 0 0
0 0 0 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝕃𝕃2
(1) =

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 0 0 𝐴𝐴03
0 0 0 0 0 0
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

,𝕃𝕃0
(2) =

⎣
⎢
⎢
⎢
⎢
⎡
𝜆𝜆00 𝜆𝜆10 𝜆𝜆01 𝜆𝜆20 𝜆𝜆11 𝜆𝜆02

0 −𝐼𝐼 0 0 0 0
0 0 −𝐼𝐼 0 0 0
0 0 0 −𝐼𝐼 0 0
0 0 0 0 −𝐼𝐼 0
0 0 0 0 0 −𝐼𝐼 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝕃𝕃1
(2) =

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 𝜆𝜆30 𝜆𝜆21 𝜆𝜆12
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 𝐼𝐼 0 0 0 0
0 0 𝐼𝐼 0 0 0
0 0 0 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

,𝕃𝕃2
(2) =

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 0 0 𝜆𝜆03
0 0 0 0 0 0
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

. 

If we apply the Tracy-Singh reordering to 𝛥𝛥0, we obtain 

𝑇𝑇𝑇𝑇𝑇𝑇(𝛥𝛥0) = �0 𝑇𝑇
𝑇𝑇 0�, 

where 𝑇𝑇 ∈ ℂ6𝑛𝑛2×18𝑛𝑛2  and 𝑇𝑇 ∈ ℂ30𝑛𝑛2×18𝑛𝑛2. The block structure representation of 𝑇𝑇 is found to be of the form 𝑇𝑇 = [𝐴𝐴 𝜆𝜆 𝐶𝐶]; where 

𝐴𝐴 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 0 0 𝐴𝐴30 ⊗ 𝜆𝜆03
0 0 0 0 0 0

𝐴𝐴30 ⊗ 𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 𝐴𝐴30 ⊗ 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝜆𝜆 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 0 0 𝐴𝐴21 ⊗ 𝜆𝜆03
0 0 0 0 0 0

𝐴𝐴21 ⊗ 𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 𝐴𝐴21 ⊗ 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝐶𝐶 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 −𝐴𝐴03 ⊗ 𝜆𝜆30 −𝐴𝐴03 ⊗ 𝜆𝜆21 𝐴𝐴12 ⊗ 𝜆𝜆03 − 𝐴𝐴03 ⊗ 𝜆𝜆12
−𝐴𝐴03 ⊗ 𝐼𝐼 0 0 0 0 0
𝐴𝐴12 ⊗ 𝐼𝐼 0 0 0 0 0

0 −𝐴𝐴03 ⊗ 𝐼𝐼 0 0 0 0
0 0 −𝐴𝐴03 ⊗ 𝐼𝐼 0 0 0
0 0 𝐴𝐴12 ⊗ 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

 

Similarly, the block representation of 𝑇𝑇 can be determined as 

                                                         𝑇𝑇 =

⎣
⎢
⎢
⎢
⎡
𝐷𝐷 0 0
𝐸𝐸 0 0
0 𝐹𝐹 0
0 0 𝐺𝐺
0 0 𝐻𝐻⎦

⎥
⎥
⎥
⎤
, 

where  𝐷𝐷 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 0 0 𝐼𝐼 ⊗ 𝜆𝜆03
0 0 0 0 0 0

𝐼𝐼 ⊗ 𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 𝐼𝐼 ⊗ 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

, 
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𝐸𝐸 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 −𝐼𝐼 ⊗ 𝜆𝜆30 −𝐼𝐼 ⊗ 𝜆𝜆21 −𝐼𝐼 ⊗ 𝜆𝜆12
−𝐼𝐼 ⊗ 𝐼𝐼 0 0 0 0 0

0 0 0 0 0 0
0 −𝐼𝐼 ⊗ 𝐼𝐼 0 0 0 0
0 0 −𝐼𝐼 ⊗ 𝐼𝐼 0 0 0
0 0 0 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝐹𝐹 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 0 0 𝐼𝐼 ⊗ 𝜆𝜆03
0 0 0 0 0 0

𝐼𝐼 ⊗ 𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 𝐼𝐼 ⊗ 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝐺𝐺 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 0 0 𝐼𝐼 ⊗ 𝜆𝜆03
0 0 0 0 0 0

𝐼𝐼 ⊗ 𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 𝐼𝐼 ⊗ 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝐻𝐻 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 −𝐼𝐼 ⊗ 𝜆𝜆30 −𝐼𝐼 ⊗ 𝜆𝜆21 −𝐼𝐼 ⊗ 𝜆𝜆12
−𝐼𝐼 ⊗ 𝐼𝐼 0 0 0 0 0

0 0 0 0 0 0
0 −𝐼𝐼 ⊗ 𝐼𝐼 0 0 0 0
0 0 −𝐼𝐼 ⊗ 𝐼𝐼 0 0 0
0 0 0 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

. 

Considering the matrices 𝐴𝐴03,𝐴𝐴30,𝐴𝐴12,𝐴𝐴21,𝜆𝜆30 and 𝜆𝜆03as nonsingular, we conclude that the rank of 𝑇𝑇 is 6𝑛𝑛2 and the rank of 𝑇𝑇 is14𝑛𝑛2. Thus, 
the rank of 𝛥𝛥0 can be found as 20𝑛𝑛2 < 36𝑛𝑛2. 
Since 𝛥𝛥0 is singular, the associated 𝕃𝕃2𝕋𝕋ℙ defined in (15) is also singular. Using a similar technique, the singularity of Khazanov linearization 
can be proven as well. 
 
Finding the rank of 𝚫𝚫𝟏𝟏 
Consider a related problem 
ℙ1′ (𝜆𝜆, 𝜇𝜇) = 𝐴𝐴00 + 𝜇𝜇𝐴𝐴01 + 𝜇𝜇2𝐴𝐴02 + 𝜇𝜇3𝐴𝐴03, 

ℙ2′ (𝜆𝜆,𝜇𝜇) = ℙ2(𝜆𝜆, 𝜇𝜇) = 𝜆𝜆3𝜆𝜆30 + 𝜆𝜆2𝜇𝜇𝜆𝜆21 + 𝜆𝜆𝜇𝜇2𝜆𝜆12 + 𝜇𝜇3𝜆𝜆03 + 𝜆𝜆2𝜆𝜆20 + 𝜆𝜆𝜇𝜇𝜆𝜆11 + 𝜇𝜇2𝜆𝜆02 + 𝜆𝜆𝜆𝜆10 + 𝜇𝜇𝜆𝜆01 + 𝜆𝜆00  (25) 

By linearizing ℙ1′ (𝜆𝜆, 𝜇𝜇), we get 

𝐿𝐿1′ (𝜆𝜆, 𝜇𝜇) = �
𝐴𝐴00 𝐴𝐴01 𝐴𝐴02

0 0 −𝐼𝐼
0 −𝐼𝐼 0

� + 𝜇𝜇 �
0 0 𝐴𝐴03
0 𝐼𝐼 0
𝐼𝐼 0 0

�. 

ℙ2′ (𝜆𝜆,𝜇𝜇) is linearized as in ℙ2(𝜆𝜆, 𝜇𝜇). 

𝐿𝐿2′ (𝜆𝜆, 𝜇𝜇) =

⎣
⎢
⎢
⎢
⎢
⎡
𝜆𝜆00 𝜆𝜆10 𝜆𝜆01 𝜆𝜆20 𝜆𝜆11 𝜆𝜆02

0 −𝐼𝐼 0 0 0 0
0 0 −𝐼𝐼 0 0 0
0 0 0 −𝐼𝐼 0 0
0 0 0 0 −𝐼𝐼 0
0 0 0 0 0 −𝐼𝐼 ⎦

⎥
⎥
⎥
⎥
⎤

+ 𝜆𝜆

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 𝜆𝜆30 𝜆𝜆21 𝜆𝜆12
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 𝐼𝐼 0 0 0 0
0 0 𝐼𝐼 0 0 0
0 0 0 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

+ 𝜇𝜇

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 0 0 𝜆𝜆03
0 0 0 0 0 0
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

 

Now, these two linearizations can be rewritten in the form of (10), where the coefficient matrices are 

𝕃𝕃0
(1) = �

𝐴𝐴00 𝐴𝐴01 𝐴𝐴02
0 0 −𝐼𝐼
0 −𝐼𝐼 0

� , 𝕃𝕃1
(1) = 0, 𝕃𝕃2

(1) = �
0 0 𝐴𝐴03
0 𝐼𝐼 0
𝐼𝐼 0 0

� 

and 

𝕃𝕃0
(2) =

⎣
⎢
⎢
⎢
⎢
⎡
𝜆𝜆00 𝜆𝜆10 𝜆𝜆01 𝜆𝜆20 𝜆𝜆11 𝜆𝜆02

0 −𝐼𝐼 0 0 0 0
0 0 −𝐼𝐼 0 0 0
0 0 0 −𝐼𝐼 0 0
0 0 0 0 −𝐼𝐼 0
0 0 0 0 0 −𝐼𝐼 ⎦

⎥
⎥
⎥
⎥
⎤

, 𝕃𝕃1
(2) =

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 𝜆𝜆30 𝜆𝜆21 𝜆𝜆12
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 𝐼𝐼 0 0 0 0
0 0 𝐼𝐼 0 0 0
0 0 0 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤
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𝕃𝕃2
(2) =

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 0 0 𝜆𝜆03
0 0 0 0 0 0
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

. 

Then, 

𝛥𝛥1′ = 𝕃𝕃2
(1) ⊗𝕃𝕃0

(2) − 𝕃𝕃0
(1) ⊗𝕃𝕃2

(2). 

This shows that 𝛥𝛥1′  is non-singular.  

Let 𝛥𝛥1′  be singular. By Theorem 6, the system (10) has an eigenvalue (𝜂𝜂0, 0,𝜂𝜂2) such that (𝜂𝜂0, 𝜂𝜂2) ≠ (0,0). As in the general case, 𝕃𝕃2
(2) is 

nonsingular, so 𝜂𝜂0 ≠ 0, which indicates that the original problem has an eigenvalue of the form (0, 𝜇𝜇). Therefore, 𝛥𝛥1′  has to be nonsingular. 

By the Tracy-Singh product of 𝛥𝛥1, we have 

𝑇𝑇𝑇𝑇𝑃𝑃(𝛥𝛥1) =

⎣
⎢
⎢
⎢
⎢
⎡
𝑇𝑇11 𝑇𝑇12 𝑇𝑇13 𝑇𝑇14 𝑇𝑇15 𝑇𝑇16
0 𝑇𝑇22 0 0 0 0
𝑇𝑇31 0 𝑇𝑇33 0 0 0
0 0 0 𝑇𝑇44 0 0
0 0 0 0 𝑇𝑇55 0
0 0 𝑇𝑇63 0 0 𝑇𝑇66⎦

⎥
⎥
⎥
⎥
⎤

; 

where  

𝑇𝑇11 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 0 0 −𝐴𝐴00 ⊗ 𝜆𝜆03
0 0 0 0 0 0

−𝐴𝐴00 ⊗ 𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 −𝐴𝐴00 ⊗ 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝑇𝑇12 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 0 0 −𝐴𝐴10 ⊗ 𝜆𝜆03
0 0 0 0 0 0

−𝐴𝐴10 ⊗ 𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 −𝐴𝐴10 ⊗ 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝑇𝑇13 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 0 0 −𝐴𝐴01 ⊗ 𝜆𝜆03
0 0 0 0 0 0

−𝐴𝐴01 ⊗ 𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 −𝐴𝐴01 ⊗ 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝑇𝑇14 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 0 0 −𝐴𝐴20 ⊗ 𝜆𝜆03
0 0 0 0 0 0

−𝐴𝐴20 ⊗ 𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 −𝐴𝐴20 ⊗ 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝑇𝑇15 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 0 0 −𝐴𝐴11 ⊗ 𝜆𝜆03
0 0 0 0 0 0

−𝐴𝐴11 ⊗ 𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 −𝐴𝐴11 ⊗ 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

, 
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𝑇𝑇16 =

⎣
⎢
⎢
⎢
⎢
⎡
𝐴𝐴03 ⊗ 𝜆𝜆00 𝐴𝐴03 ⊗ 𝜆𝜆10 𝐴𝐴03 ⊗ 𝜆𝜆01 𝐴𝐴03 ⊗ 𝜆𝜆20 𝐴𝐴03 ⊗ 𝜆𝜆11 𝐴𝐴03 ⊗ 𝜆𝜆02 − 𝐴𝐴02 ⊗ 𝜆𝜆03

0 −𝐴𝐴03 ⊗ 𝐼𝐼 0 0 0 0
−𝐴𝐴02 ⊗ 𝐼𝐼 0 −𝐴𝐴03 ⊗ 𝐼𝐼 0 0 0

0 0 0 −𝐴𝐴03 ⊗ 𝐼𝐼 0 0
0 0 0 0 −𝐴𝐴03 ⊗ 𝐼𝐼 0
0 0 −𝐴𝐴02 ⊗ 𝐼𝐼 0 0 −𝐴𝐴03 ⊗ 𝐼𝐼 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝑇𝑇31 = 𝑇𝑇63 =

⎣
⎢
⎢
⎢
⎢
⎡
𝐼𝐼 ⊗ 𝜆𝜆00 𝐼𝐼 ⊗ 𝜆𝜆10 𝐼𝐼 ⊗ 𝜆𝜆01 𝐼𝐼 ⊗ 𝜆𝜆20 𝐼𝐼 ⊗ 𝜆𝜆11 𝐼𝐼 ⊗ 𝜆𝜆02

0 −𝐼𝐼 ⊗ 𝐼𝐼 0 0 0 0
0 0 −𝐼𝐼 ⊗ 𝐼𝐼 0 0 0
0 0 0 −𝐼𝐼 ⊗ 𝐼𝐼 0 0
0 0 0 0 −𝐼𝐼 ⊗ 𝐼𝐼 0
0 0 0 0 0 −𝐼𝐼 ⊗ 𝐼𝐼 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝑇𝑇22 = 𝑇𝑇33 = 𝑇𝑇44 = 𝑇𝑇55 = 𝑇𝑇66 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 0 0 𝐼𝐼 ⊗ 𝜆𝜆03
0 0 0 0 0 0

𝐼𝐼 ⊗ 𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 𝐼𝐼 ⊗ 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

. 

Now, by the Tracy-Singh reordering of 𝛥𝛥1′ , we obtain 

𝑇𝑇𝑇𝑇𝑇𝑇(𝛥𝛥1′ ) = �
𝑇𝑇11 𝑇𝑇13 𝑇𝑇16
𝑇𝑇31
𝑇𝑇61

𝑇𝑇33
𝑇𝑇63 

𝑇𝑇36
𝑇𝑇66

�. 

If we perform Tracy-Singh reordering in 𝛥𝛥1, then we have 

                                           𝑇𝑇𝑇𝑇𝑇𝑇(𝛥𝛥1) =

⎣
⎢
⎢
⎢
⎢
⎡
𝑇𝑇11 𝑇𝑇13 𝑇𝑇16 𝑇𝑇14 𝑇𝑇15 𝑇𝑇12
𝑇𝑇31 𝑇𝑇33 0 0 0 0
0 𝑇𝑇63 𝑇𝑇66 0 0 0
0 0 0 𝑇𝑇44 0 0
0 0 0 0 𝑇𝑇55 0
0 0 0 0 0 𝑇𝑇22⎦

⎥
⎥
⎥
⎥
⎤

. 

Since 𝑇𝑇𝑇𝑇𝑇𝑇(𝛥𝛥1′ ) is nonsingular, the remaining diagonal block entries 𝑇𝑇22, 𝑇𝑇44, and 𝑇𝑇55of  𝑇𝑇𝑇𝑇𝑇𝑇(𝛥𝛥1) yield a maximal rank 9𝑛𝑛2, assuming 𝜆𝜆03 is 
nonsingular. Thus, this shows that the matrix 𝛥𝛥1 is of rank 27𝑛𝑛2. 
 

Finding the rank of 𝚫𝚫𝟐𝟐 
Consider a related problem, where 
 ℙ1′ (𝜆𝜆, 𝜇𝜇) = 𝐴𝐴00 + 𝜆𝜆𝐴𝐴10 + 𝜆𝜆2𝐴𝐴20 + 𝜆𝜆3𝐴𝐴30, 

 ℙ2′ (𝜆𝜆, 𝜇𝜇) = ℙ1(𝜆𝜆, 𝜇𝜇) = 𝜆𝜆3𝜆𝜆30 + 𝜆𝜆2𝜇𝜇𝜆𝜆21 + 𝜆𝜆𝜇𝜇2𝜆𝜆12 + 𝜇𝜇3𝜆𝜆03 + 𝜆𝜆2𝜆𝜆20 + 𝜆𝜆𝜇𝜇𝜆𝜆11 + 𝜇𝜇2𝜆𝜆02 + 𝜆𝜆𝜆𝜆10 + 𝜇𝜇𝜆𝜆01 + 𝜆𝜆00 (26) 

By linearizing ℙ1′ (𝜆𝜆, 𝜇𝜇), we obtain 

𝐿𝐿1′ (𝜆𝜆, 𝜇𝜇) = �
𝐴𝐴00 𝐴𝐴10 𝐴𝐴20

0 0 −𝐼𝐼
0 −𝐼𝐼 0

� + 𝜆𝜆 �
0 0 𝐴𝐴30
0 𝐼𝐼 0
𝐼𝐼 0 0

�. 

ℙ2′ (𝜆𝜆,𝜇𝜇) is linearized as in ℙ2(𝜆𝜆, 𝜇𝜇). 

𝐿𝐿2′ (𝜆𝜆,𝜇𝜇) =

⎣
⎢
⎢
⎢
⎢
⎡
𝜆𝜆00 𝜆𝜆10 𝜆𝜆01 𝜆𝜆20 𝜆𝜆11 𝜆𝜆02

0 −𝐼𝐼 0 0 0 0
0 0 −𝐼𝐼 0 0 0
0 0 0 −𝐼𝐼 0 0
0 0 0 0 −𝐼𝐼 0
0 0 0 0 0 −𝐼𝐼 ⎦

⎥
⎥
⎥
⎥
⎤

+ 𝜆𝜆

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 𝜆𝜆30 𝜆𝜆21 𝜆𝜆12
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 𝐼𝐼 0 0 0 0
0 0 𝐼𝐼 0 0 0
0 0 0 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

+ 𝜇𝜇

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 0 0 𝜆𝜆03
0 0 0 0 0 0
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

.                                                                                    

Now, these two linearizations can be rewritten in the form of (10), where the coefficient matrices become 

𝕃𝕃0
(1) = �

𝐴𝐴00 𝐴𝐴10 𝐴𝐴20
0 0 −𝐼𝐼
0 −𝐼𝐼 0

� , 𝕃𝕃1
(1) = �

0 0 𝐴𝐴30
0 𝐼𝐼 0
𝐼𝐼 0 0

� , 𝕃𝕃2
(1) = 0, 

and 



 

82 
 

Regular Issue Malaysian Journal of Science 

DOI:https//doi.org/10.22452/mjs.vol44no1.9 
Malaysian Journal of Science 44(1): 70-86 (March 2025) 

𝕃𝕃0
(2) =

⎣
⎢
⎢
⎢
⎢
⎡
𝜆𝜆00 𝜆𝜆10 𝜆𝜆01 𝜆𝜆20 𝜆𝜆11 𝜆𝜆02

0 −𝐼𝐼 0 0 0 0
0 0 −𝐼𝐼 0 0 0
0 0 0 −𝐼𝐼 0 0
0 0 0 0 −𝐼𝐼 0
0 0 0 0 0 −𝐼𝐼 ⎦

⎥
⎥
⎥
⎥
⎤

, 𝕃𝕃1
(2) =

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 𝜆𝜆30 𝜆𝜆21 𝜆𝜆12
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 𝐼𝐼 0 0 0 0
0 0 𝐼𝐼 0 0 0
0 0 0 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

 

𝕃𝕃2
(2) =

⎣
⎢
⎢
⎢
⎢
⎡
0 0 0 0 0 𝜆𝜆03
0 0 0 0 0 0
𝐼𝐼 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 𝐼𝐼 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

. 

Then, 

𝛥𝛥2′ = 𝕃𝕃0
(1) ⊗𝕃𝕃1

(2) − 𝕃𝕃1
(1) ⊗𝕃𝕃0

(2). 

We claim that 𝛥𝛥2′  of the related problem is nonsingular. 

Let us consider 𝛥𝛥2′  to be singular. By Theorem 6, the related system (10) has an eigenvalue (𝜂𝜂0, 𝜂𝜂1, 0) such that (𝜂𝜂0, 𝜂𝜂1) ≠ (0,0). As in the 
general case, the matrix 𝕃𝕃1

(2) is nonsingular, so 𝜂𝜂0 ≠ 0, which indicates that the original problem has an eigenvalue of the form (𝜆𝜆, 0). So 
𝛥𝛥2′  must be nonsingular. 
By the Tracy-Singh product of 𝛥𝛥2, we have, 

𝑇𝑇𝑇𝑇𝑃𝑃(𝛥𝛥2) =

⎣
⎢
⎢
⎢
⎢
⎡
𝑇𝑇11 𝑇𝑇12 𝑇𝑇13 𝑇𝑇14 𝑇𝑇15 𝑇𝑇16
𝑇𝑇21 𝑇𝑇22 0 0 0 0
0 0 𝑇𝑇33 0 0 0
0 𝑇𝑇42 0 𝑇𝑇44 0 0
0 0 𝑇𝑇53 0 𝑇𝑇55 0
0 0 0 0 0 𝑇𝑇66⎦

⎥
⎥
⎥
⎥
⎤

, 

where  

𝑇𝑇11 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 𝐴𝐴00 ⊗ 𝜆𝜆30 𝐴𝐴00 ⊗ 𝜆𝜆21 𝐴𝐴00 ⊗ 𝜆𝜆12
𝐴𝐴00 ⊗ 𝐼𝐼 0 0 0 0 0

0 0 0 0 0 0
0 𝐴𝐴00 ⊗ 𝐼𝐼 0 0 0 0
0 0 𝐴𝐴00 ⊗ 𝐼𝐼 0 0 0
0 0 0 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝑇𝑇12 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 𝐴𝐴10 ⊗ 𝜆𝜆30 𝐴𝐴10 ⊗ 𝜆𝜆21 𝐴𝐴10 ⊗ 𝜆𝜆12
𝐴𝐴10 ⊗ 𝐼𝐼 0 0 0 0 0

0 0 0 0 0 0
0 𝐴𝐴10 ⊗ 𝐼𝐼 0 0 0 0
0 0 𝐴𝐴10 ⊗ 𝐼𝐼 0 0 0
0 0 0 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝑇𝑇13 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 𝐴𝐴01 ⊗ 𝜆𝜆30 𝐴𝐴01 ⊗ 𝜆𝜆21 𝐴𝐴01 ⊗ 𝜆𝜆12
𝐴𝐴01 ⊗ 𝐼𝐼 0 0 0 0 0

0 0 0 0 0 0
0 𝐴𝐴01 ⊗ 𝐼𝐼 0 0 0 0
0 0 𝐴𝐴01 ⊗ 𝐼𝐼 0 0 0
0 0 0 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝑇𝑇14 =

⎣
⎢
⎢
⎢
⎢
⎡
−𝐴𝐴30 ⊗ 𝜆𝜆00 −𝐴𝐴30 ⊗ 𝜆𝜆10 −𝐴𝐴30 ⊗ 𝜆𝜆01 𝐴𝐴20 ⊗ 𝜆𝜆30 − 𝐴𝐴30 ⊗ 𝜆𝜆20 𝐴𝐴20 ⊗ 𝜆𝜆21 − 𝐴𝐴30 ⊗ 𝜆𝜆11 𝐴𝐴20 ⊗ 𝜆𝜆12 − 𝐴𝐴30 ⊗ 𝜆𝜆02
𝐴𝐴20 ⊗ 𝐼𝐼 𝐴𝐴30 ⊗ 𝐼𝐼 0 0 0 0

0 0 𝐴𝐴30 ⊗ 𝐼𝐼 0 0 0
0 𝐴𝐴20 ⊗ 𝐼𝐼 0 𝐴𝐴30 ⊗ 𝐼𝐼 0 0
0 0 𝐴𝐴20 ⊗ 𝐼𝐼 0 𝐴𝐴30 ⊗ 𝐼𝐼 0
0 0 0 0 0 𝐴𝐴30 ⊗ 𝐼𝐼 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝑇𝑇15 =

⎣
⎢
⎢
⎢
⎢
⎡
−𝐴𝐴21 ⊗ 𝜆𝜆00 −𝐴𝐴21 ⊗ 𝜆𝜆10 −𝐴𝐴21 ⊗ 𝜆𝜆01 𝐴𝐴11 ⊗ 𝜆𝜆21 − 𝐴𝐴30 ⊗ 𝜆𝜆20 𝐴𝐴11 ⊗ 𝜆𝜆21 − 𝐴𝐴21 ⊗ 𝜆𝜆11 𝐴𝐴11 ⊗ 𝜆𝜆12 − 𝐴𝐴21 ⊗ 𝜆𝜆02
𝐴𝐴11 ⊗ 𝐼𝐼 𝐴𝐴21 ⊗ 𝐼𝐼 0 0 0 0

0 0 𝐴𝐴21 ⊗ 𝐼𝐼 0 0 0
0 𝐴𝐴11 ⊗ 𝐼𝐼 0 𝐴𝐴21 ⊗ 𝐼𝐼 0 0
0 0 𝐴𝐴11 ⊗ 𝐼𝐼 0 𝐴𝐴21 ⊗ 𝐼𝐼 0
0 0 0 0 0 𝐴𝐴21 ⊗ 𝐼𝐼 ⎦

⎥
⎥
⎥
⎥
⎤

, 
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 𝑇𝑇16 

=

⎣
⎢
⎢
⎢
⎢
⎡
−𝐴𝐴12 ⊗ 𝜆𝜆00 −𝐴𝐴12 ⊗ 𝜆𝜆10 −𝐴𝐴12 ⊗ 𝜆𝜆01 𝐴𝐴02 ⊗ 𝜆𝜆21 − 𝐴𝐴30 ⊗ 𝜆𝜆20 𝐴𝐴02 ⊗ 𝜆𝜆21 − 𝐴𝐴12 ⊗ 𝜆𝜆11 𝐴𝐴02 ⊗ 𝜆𝜆12 − 𝐴𝐴12 ⊗ 𝜆𝜆02
𝐴𝐴02 ⊗ 𝐼𝐼 𝐴𝐴12 ⊗ 𝐼𝐼 0 0 0 0

0 0 𝐴𝐴12 ⊗ 𝐼𝐼 0 0 0
0 𝐴𝐴02 ⊗ 𝐼𝐼 0 𝐴𝐴12 ⊗ 𝐼𝐼 0 0
0 0 𝐴𝐴02 ⊗ 𝐼𝐼 0 𝐴𝐴12 ⊗ 𝐼𝐼 0
0 0 0 0 0 𝐴𝐴12 ⊗ 𝐼𝐼 ⎦

⎥
⎥
⎥
⎥
⎤

, 

 

𝑇𝑇21 =

⎣
⎢
⎢
⎢
⎢
⎡
−𝐼𝐼 ⊗ 𝜆𝜆00 −𝐼𝐼 ⊗ 𝜆𝜆10 −𝐼𝐼 ⊗ 𝜆𝜆01 −𝐼𝐼 ⊗ 𝜆𝜆20 −𝐼𝐼 ⊗ 𝜆𝜆11 −𝐼𝐼 ⊗ 𝜆𝜆02

0 𝐼𝐼 ⊗ 𝐼𝐼 0 0 0 0
0 0 𝐼𝐼 ⊗ 𝐼𝐼 0 0 0
0 0 0 𝐼𝐼 ⊗ 𝐼𝐼 0 0
0 0 0 0 𝐼𝐼 ⊗ 𝐼𝐼 0
0 0 0 0 0 𝐼𝐼 ⊗ 𝐼𝐼 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝑇𝑇22 = 𝑇𝑇33 = 𝑇𝑇44 = 𝑇𝑇55 = 𝑇𝑇66 =

⎣
⎢
⎢
⎢
⎢
⎡

0 0 0 −𝐼𝐼 ⊗ 𝜆𝜆30 −𝐼𝐼 ⊗ 𝜆𝜆21 −𝐼𝐼 ⊗ 𝜆𝜆12
−𝐼𝐼 ⊗ 𝐼𝐼 0 0 0 0 0

0 0 0 0 0 0
0 −𝐼𝐼 ⊗ 𝐼𝐼 0 0 0 0
0 0 −𝐼𝐼 ⊗ 𝐼𝐼 0 0 0
0 0 0 0 0 0 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝑇𝑇42 =

⎣
⎢
⎢
⎢
⎢
⎡
−𝐼𝐼 ⊗ 𝜆𝜆00 −𝐼𝐼 ⊗ 𝜆𝜆10 −𝐼𝐼 ⊗ 𝜆𝜆01 −𝐼𝐼 ⊗ 𝜆𝜆20 −𝐼𝐼 ⊗ 𝜆𝜆11 −𝐼𝐼 ⊗ 𝜆𝜆02

0 𝐼𝐼 ⊗ 𝐼𝐼 0 0 0 0
0 0 𝐼𝐼 ⊗ 𝐼𝐼 0 0 0
0 0 0 𝐼𝐼 ⊗ 𝐼𝐼 0 0
0 0 0 0 𝐼𝐼 ⊗ 𝐼𝐼 0
0 0 0 0 0 𝐼𝐼 ⊗ 𝐼𝐼 ⎦

⎥
⎥
⎥
⎥
⎤

, 

𝑇𝑇53 =

⎣
⎢
⎢
⎢
⎢
⎡
−𝐼𝐼 ⊗ 𝜆𝜆00 −𝐼𝐼 ⊗ 𝜆𝜆10 −𝐼𝐼 ⊗ 𝜆𝜆01 −𝐼𝐼 ⊗ 𝜆𝜆20 −𝐼𝐼 ⊗ 𝜆𝜆11 −𝐼𝐼 ⊗ 𝜆𝜆02

0 𝐼𝐼 ⊗ 𝐼𝐼 0 0 0 0
0 0 𝐼𝐼 ⊗ 𝐼𝐼 0 0 0
0 0 0 𝐼𝐼 ⊗ 𝐼𝐼 0 0
0 0 0 0 𝐼𝐼 ⊗ 𝐼𝐼 0
0 0 0 0 0 𝐼𝐼 ⊗ 𝐼𝐼 ⎦

⎥
⎥
⎥
⎥
⎤

. 

By using the Tracy-Singh reordering of 𝛥𝛥2′ , we have 

TSR(𝛥𝛥2′ ) = �
S11 S12 S14
S21
S41

S22
S42 

S24
S44

�. 

Again, with the Tracy-Singh reordering of 𝛥𝛥2, we obtain 

𝑇𝑇𝑇𝑇𝑇𝑇(𝛥𝛥2) =

⎣
⎢
⎢
⎢
⎢
⎡
𝑇𝑇11 𝑇𝑇12 𝑇𝑇14 𝑇𝑇13 𝑇𝑇15 𝑇𝑇16
𝑇𝑇12 𝑇𝑇22 0 0 0 0
0 𝑇𝑇42 𝑇𝑇44 0 0 0
0 0 0 𝑇𝑇33 0 0
0 0 0 0 𝑇𝑇55 0
0 0 0 𝑇𝑇53 0 𝑇𝑇66⎦

⎥
⎥
⎥
⎥
⎤

. 

Since 𝑇𝑇𝑇𝑇𝑇𝑇(𝛥𝛥2′ ) is nonsingular, the remaining block entries 𝑇𝑇33, 𝑇𝑇53, 𝑇𝑇55 and 𝑇𝑇66 of 𝑇𝑇𝑇𝑇𝑇𝑇(𝛥𝛥2) give us a maximal rank of 12𝑛𝑛2, assuming 𝜆𝜆𝑖𝑖𝑗𝑗 
are nonsingular. Thus, this shows that the matrix 𝛥𝛥2 is of rank 30𝑛𝑛2 < 36𝑛𝑛2. 

In the next section, we consider a randomly generated ℂ𝕋𝕋𝕋𝕋ℙ, where the coefficients matrices are taken as real diagonal matrices. Then, 
we compare the eigenvalues obtained through the standard linearization and the Khazanov linearization processes. The results obtained in 
the case of the standard linearization via MatParEig Package (Muhič & Plestenjak, 2010) are considered the correct ones. On this basis, the 
approximation for the eigenvalues are found via an algorithm designed in MATLAB. 

The linearization-like method reduced ℂ𝕋𝕋𝕋𝕋ℙ into a nine-parameter linear problem, the 𝕃𝕃9𝕋𝕋ℙ. It requires more computational time to find 
the numerical solution due to an increase in the number of linear equations. Moreover, the dimensions of the corresponding ∆𝑖𝑖 matrices 
induced via Kronecker product also increase, making them sparse and computationally inefficient. Therefore, the linearization-like method 
is slower than the other two methods. The analytical comparison of the linearization-like method with the other two methods is omitted 
here due to the time complexity issues in calculating the corresponding Kronecker structure. 
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6. Numerical Example 
Consider a ℂ𝕋𝕋𝕋𝕋ℙ, 

ℙ1(𝜆𝜆, 𝜇𝜇)𝑥𝑥1 = (𝜆𝜆3𝐴𝐴30 + 𝜆𝜆2𝜇𝜇𝐴𝐴21 + 𝜆𝜆𝜇𝜇2𝐴𝐴12 + 𝜇𝜇3𝐴𝐴03 + 𝜆𝜆2𝐴𝐴20 + 𝜆𝜆𝜇𝜇𝐴𝐴11 + 𝜇𝜇2𝐴𝐴02 + 𝜆𝜆𝐴𝐴10 + 𝜇𝜇𝐴𝐴01 + 𝐴𝐴00)𝑥𝑥1 = 0; 

 ℙ2(𝜆𝜆, 𝜇𝜇)𝑥𝑥2 = (𝜆𝜆3𝜆𝜆30 + 𝜆𝜆2𝜇𝜇𝜆𝜆21 + 𝜆𝜆𝜇𝜇2𝜆𝜆12 + 𝜇𝜇3𝜆𝜆03 + 𝜆𝜆2𝜆𝜆20 + 𝜆𝜆𝜇𝜇𝜆𝜆11 + 𝜇𝜇2𝜆𝜆02 + 𝜆𝜆𝜆𝜆10 + 𝜇𝜇𝜆𝜆01 + 𝜆𝜆00)𝑥𝑥2 = 0; 

with randomly generated diagonal matrices, 𝐴𝐴𝑖𝑖𝑗𝑗 and 𝜆𝜆𝑖𝑖𝑗𝑗 of order 2 × 2. 

                𝐴𝐴00 = �0.8147 0
0 0.9134� ,𝐴𝐴10 = �0.6324 0

0 0.5469�, 𝐴𝐴01 = �0.9575 0
0 0.9706�,   

𝐴𝐴20 = �0.9572 0
0 0.1419� ,𝐴𝐴11 = �0.4218 0

0 0.9595� ,𝐴𝐴02 = �0.6557 0
0 0.9340�, 

 𝐴𝐴30 = �0.6787 0
0 0.3922� ,𝐴𝐴21 = �0.6555 0

0 0.0318� ,𝐴𝐴12 = �0.2769 0
0 0.8235�,  

𝐴𝐴03 = �0.6948 0
9 0.0344�, 

𝜆𝜆00 = �0.1869 0
0 0.6463� ,𝜆𝜆10 = �0.7094 0

0 0.6797� ,𝜆𝜆01 = �0.6551 0
0 0.4984�,  

𝜆𝜆20 = �0.9597 0
0 0.2238� ,𝜆𝜆11 = �0.7513 0

0 0.6991� ,𝜆𝜆02 = �0.8909 0
0 0.1386�,  

𝜆𝜆30 = �0.1493 0
0 0.2543� ,𝜆𝜆21 = �0.8143 0

0 0.3500� ,𝜆𝜆12 = �0.1966 0
0 0.4377�,  

𝜆𝜆03 = �0.3517 0
0 0.5497�. 

To compare the numerical results obtained from Standard linearization and Khanzadeh linearization, we used the MultiParEig toolbox 
developed by Plestenjak (2023) on a Windows 11 operating system with an AMD Ryzen 5 5500U 2.10 GHz processor. The results are shown 
below. 

Table 1 

                                 Standard Linearization        Khazanov Linearization 

           𝜆𝜆 𝜇𝜇             𝜆𝜆 𝜇𝜇 

1.0092+0.0000i -1.4499+0.0000i 1.0092 + 0.0000i -1.4499+0.0000i 

-0.3421+0.0000i -0.7805+0.0000i -0.3421 +0.0000i -0.7805+0.0000i 

-0.3432±0.8405i -0.9510±0.0087i -0.3432±0.8405i   -0.9510±0.0087i 

-1.3114±0.2309i -0.9173±1.4685i -1.3114±0.2309i -0.9173±1.4685i 

-1.0672±0.1223i -0.3852±0.9591i -1.0672±0.1223i -0.3852±0.9591i 

-0.7862+0.0000i -0.5743 +0.0000i -0.7862 +0.0000i -0.5743+0.0000i 

0.3349±0.0446i -0.5398±0.8207i  0.3349±0.0446i -0.5398±0.8207i 

-1.0856+0.0000i 0.7836 + 0.0000i -1.0854+0.0000i 0.7776 + 0.0000i 

-1.5614±0.2974i -0.0133±1.7493i -1.5614±0.2974i -0.0133±1.7493i 

-1.0610±0.0111i -0.0168±0.5738i -1.0602±0.0109i -0.0098±0.5834 
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 0.3768±0.6614i 0.3238±1.0721i 0.3768±0.6614i 0.3238±1.0721i 

-0.1068±1.2095i -0.0491±0.5295i -0.4227±3.7101i 1.8669±0.5291i 

-1.0224±0.5267i -0.6265±0.5461i 0.2789±1.4519i   -1.1613±0.1619i 

-1.0978+0.0000i -0.7238 +0.0000i -1.0978+0.0000i   -0.7238+0.0000i 

1.1408 + 0.0000i -90.1367+0.0000i 0.3469 + 0.0000i -1.0288+0.0000i 

-0.3051±0.7180i 0.1179±0.8142i -0.4267±0.6475i   0.1663±0.9384i 

-7.9598±6.4034i -4.9047±5.8520i 0.6625±0.4573i 0.3300±1.3700i 

0.8733±0.0768i 0.0933±1.6336i 0.5203±0.7182i -1.0214±0.4763i 

0.3425±1.2010i -0.7668±0.1594i 0.2367±1.0175i -0.7182±0.4862i 

-0.0348±0.3753i -0.8454±0.1057i -1.0498±0.4383i -0.4927±0.4840i 

 0.2789±1.4519i -1.1613±0.1619i -0.4080±1.4486i   0.2030±0.6769i 

By Bézout's theorem, a ℂ𝕋𝕋𝕋𝕋ℙ has 9n2 eigenvalues; therefore, the problem considered above has 9𝑛𝑛2 = 9.22 = 36 eigenvalues. Both 
methods calculate all the eigenvalues of the problem. The Standard linearization provides the exact eigenvalues. Through comparisons of 
the eigenvalues obtained by Khazanov linearization, we find that most eigenvalues, except for a few, match those obtained from the Standard 
linearization. In the MATLAB environment, the execution time for the Standard Linearization process is 1.267792 seconds, while Khazanov 
Linearization takes 0.431789 seconds. The Khazanov linearization is faster due to the small size of the coefficient matrix and the absence of 
antidiagonal elements. For small-ordered matrices, Khazanov linearization may be preferable to Standard Linearization. However, Standard 
linearization consistently yields better results when dealing with higher-order matrices. 
 
7. Conclusion 

We described the Kronecker canonical structures of ℂ𝕋𝕋𝕋𝕋ℙ 
obtained through different linearization processes, including 
standard linearization, Khazanov linearization, and 
transformation to 𝕃𝕃9𝕋𝕋ℙ. These approaches can be used to find 
numerical solutions of ℂ𝕋𝕋𝕋𝕋ℙ by applying existing numerical 
methods to solve 𝕃𝕃𝕃𝕃𝕋𝕋ℙs. We compared the first two singular 
linearizations through a numerical example. The calculation via 
𝕃𝕃9𝕋𝕋ℙ is omitted here due to its higher computational time 
requirements. The Kronecker structures of ∆𝑖𝑖 matrices for i:=0:2 
have not been extensively studied because of their complex 
structures in ℂ𝕋𝕋𝕋𝕋ℙ. These structures and their ranks can assist in 
developing proofs for the number of manifolds via algebraic 
geometry in various methods (Dong, (2022)). All results are novel 
and serve as a foundation for further study of the Delta matrices 
of ℙ𝕋𝕋𝕋𝕋ℙ of degree k. 
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Enhancing the Spectroscopic Properties of Rhodamine B Via the Nano-Concentration 
Effect 
Hanan Auda Naif1a*, Ruba Al-Obaidi2a and Oday M. Abdulmunem3a 
 

 

Abstract: Developing nano-liquid materials with ultra-low concentrations leads to new or improved methods, as well as resolving issues 
in previous studies. Nano-liquid materials require special treatment because they are very sensitive materials. Many techniques have 
been developed, including the optical cavity technique, which depends on increasing the path length of the light beam between two 
dielectric mirrors to obtain more accurate and sensitive measurements. This method also provides beneficial information about the 
chemical composition. In this study, broadband cavity-enhanced absorption spectroscopy was used at a range of visible wavelengths to 
obtain spectra of rhodamine B (C28H31ClN2O3) at room temperature. The liquid phase of rhodamine B was chosen because it is the most 
complicated and volatile phase. The spectral analyses showed the fine structure of the aqueous solution of rhodamine B and the different 
molecular dynamics. The processes of the electron dynamics inside the molecules also changed at the ultra-low sample concentrations 
achieved working at the nanomolar scale. Combining experimental and data analysis via simulation programs has many benefits, such as 
reducing the time needed to study the materials, as it presents a typical design with fewer issues. In addition, costly, scarce, or difficult-
to-store materials should be studied at low concentrations, and these combined studies can yield results without using these materials. 
The novelty of our research is the successful study of low concentrations of liquid samples. The high quality of the data, demonstrated by 
the goodness-of-fit parameters, allows for further analyses. Spectral analysis of nano-concentrations of rhodamine B shows new 
multiphoton absorption processes that drive the shifts in peak intensity. The solvent interaction effects caused changes in the binding 
energy states of the molecular structure of the sample. Here, we present a new spectral analysis of rhodamine B in aqueous solution using 
the broadband cavity-enhanced absorption spectroscopy (BBCEAS) technique. 
 
Keywords: Broadband cavity, nano-concentrations, Rhodamine B, enhanced absorption spectra, simulation program 

 
1. Introduction 

Earlier investigations have focused on studying molecular 
structures with optical cavity techniques, such as cavity ring-down 
spectroscopy (CRDS), cavity-enhanced absorption spectroscopy 
(CEAS), and broadband cavity-enhanced absorption (BBCEAS), 
which is the main improvement obtained using a broadband light 
source. Engeln et al. (1998) have investigated using a narrow band 
light source with a high-finesse optical cavity to obtain high-
resolution optical absorption spectra through the accidental 
synchronisation of the laser frequency with the cavity frequency, 
which led to extracting the absorption and polarisation rotation. 
This study presented the spectra of oxygen, ammonia, and water 
in a cell and the spectra of molecular oxygen and ammonia in a 
slit-jet expansion (Engeln et al., 1998). In 2003, Fiedler and co-
workers demonstrated a new highly sensitive technique 
depending on incoherent broad-band cavity-enhanced 
absorption spectroscopy (IBBCEAS). They have used this 
technique to measure the weak transitions in molecular oxygen, 
which were found between 15865 and 1593 cm−1, as well as the 

absorption spectrum of gaseous azulene in the region 628–670 
nm, where several vibronic transitions appeared (Fiedler et al., 
2003). Another BBCEAS study has been reported by Qu et al. in 
2013. Using a Griess assay, they used this technique to measure 
Rh6G dye at 527 nm and determine the nitrite concentration. A 
low-cost webcam was used as a detector, reducing the cost of this 
technique (Qu et al., 2013). In general, a BBCEAS system consists 
of a broadband light source, an optical cavity formed by two high-
quality dielectric mirrors, and a multiplex detector, such as a CCD 
spectrometer, to monitor the absorption spectra depending on 
the variation in the wavelength (Engeln et al., 1998; Islam et al., 
2007, Naif et al, 2024). 

BBCEAS has been used to make many advances, especially in the 
study of the liquid phase, the most complex and changeable liquid 
molecular phase. One such study was performed by Fiedler et al. 
in 2005 to determine the weak transitions in the liquid phase 
(Franck–Condon inhibited absorption of the fifth C-H stretching 
overtone in liquid benzene) using a modified double-beam UV-
visible spectrometer. This study is the first to use BBCEAS in the 
liquid phase (Fiedler et al., 2005). In 2007 and 2009, Islam et al. 
and Seatohul et al. used BBCEAS with an LED light source in the 
liquid phase with 2-mm and 20-cm wide cells, respectively. These 
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studies produced the most sensitive liquid phase absorption 
measurements (Islam et al., 2007; Seatohul et al., 2009). 
Moreover, in the work of Bajuszova et al. (2017), the higher 
sensitivity of BBCEAS was combined with liquid phase stopped-
flow kinetics to measure fast reactions by slowing down the 
reaction rate using a lower concentration of reagents (Bajuszova 
et al., 2017). Naif et al. (2021) have reported the spectral 
behaviour of very low concentrations of coumarin dye and 
showed applications of these measurements in photonics (Naif et 
al., 2021). 

In previous studies, the spectral properties of rhodamine B have 
been studied on sliver surfaces by Rai et al. (Rai et al., 1988), and 
the molecular structure of these dyes has been studied using the 
near-infrared fluorescence technique (Grzybowski et al., 2018; 
Lian et al., 2019; Wu et al., 2018; Xia et al., 2019). The influence 
of solvents on the absorption and fluorescence spectra of 
rhodamine B at different concentrations at room temperature has 
been studied by Ali et al. in 2012 (Ali et al.,2012). The current 
study studied the molecular structure and the fast and ultrafast 
molecular dynamics of rhodamine B (C28H31ClN2O3) using the 
BBCEAS technique. 

 
2. Materials and Methods   

Sample Preparation  
To determine the molecular dynamics and structure of 

rhodamine B, nine concentrations from 4.70 to 47.01 nM were 
prepared from 0.0225 g of rhodamine B (Sigma Aldrich). First, the 
rhodamine B was dissolved in 100 mL of deionised water to obtain 
a stock solution of 4.7mM. Then, the samples were prepared by 

taking 0.001, 0.002, 0.003, 0.004, 0.005, 0.006, 0.007, 0.008, 
0.009, and 0.01 mL from the stock solution and then dissolving 
each in a 100-mL volumetric flask with deionised water. 

 
Apparatus 
This study used the BBCEAS technique to study the molecular 

structure and dynamics. A BBCEAS system includes three parts: 3 
W white LED (Lumileds-SR-12, USA), which is used as a light source 
with an output power equal to ~5mW; the optical cavity, which 
contains two dielectric high reflectivity mirrors (R ≥ 0.99) 
(Layertec, Germany); and an Andor spectrometer (Andor 
Shamrock 163 Czerny-Turner spectrograph, UK), which was 
connected to the optical cavity using a 2m fibre optic cable (Ocean 
optics, USA). A quartz cuvette (Hellma, UK) of 1 cm thickness and 
4 cm length was used to hold the sample. 

 
Figure 1. A schematic diagram of BBCEAS setup. 

 
Molecular structure 
Rhodamine B was chosen for study due to its important uses in 

medicine and other fields. Rhodamine B belongs to a group of dye 
molecules with a large molecular weight of approximately 
479.02 g/mol. The molecular system contains a conjugated 
double-bond structure (see Figure 2). The chemical formula of the 
molecule is C28H31ClN2O3. 

 

 
Figure 2: (a) Rhodamine B molecule and (b) a 3-D plot of C28H31ClN2O3 molecular structure. 

 
Absorption and Transmission Spectra Detection 
For the absorption assay, the spectra of rhodamine B in aqueous 

solution were measured using a broadband light source 
technique, BBCEAS. Different sample concentrations were 
prepared to study the effects of ultra-low concentrations 
(nanomolar scale). The absorption spectra were collected at 
excitation wavelengths between 500 and 600 nm. The absorption 
peak at 556 nm dominates the spectra due to the high absorption 
intensity of the incident photons. The liquid phase analyses of the 

representative transmission spectra were measured under the 
same conditions as the absorption spectra. The experimental 
settings were kept the same to maintain the same environment 
for measurement, and the LED source was installed between 500 
and 600 nm. 
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3. Results and Discussion 
The measured absorption spectra of rhodamine B are shown in 

Figure 3. To improve the detection statistics, representative 
absorption spectra were measured every 2 minutes as the 
accumulation signal and for 60 minutes for all recorded spectra. 

The detected peak amplitude decreased at low and ultra-low 
sample concentrations due to the small number of molecules per 
unit volume, which changes at different sample concentrations. 
Figure 3 shows the collective absorption spectra of rhodamine B 
aqueous solution measured at 4.70 to 47.01 nM.  

 
Figure 3. (a) Absorption and (b) transmission spectra of an aqueous solution of rhodamine B at different concentration ranges. The 

concentration (4.7 E-9M) disappeared behind the concentration (9.4E-9M) because their values were close together 
 
For high sample concentrations, the intensity of the absorbed 

photons at the approximate peak position of 565.590 nm is high 
but reduced for lower sample concentrations. High sample 
concentrations resulted in a high molecular density per unit 
volume of solution, which changed the absorption cross-section 
and increased the number of absorbed incident photons. 
Consequently, the number of excited electrons per incident 
photon increased, changing the molecular dynamics. At low 
concentrations, the spectra show reduced intension of the 
absorption peaks observed in rhodamine B. The decrease occurs 
between 535 and 588 nm (Figure 3).  

For a more detailed analysis, the data were fitted to the 
asymmetric double sigmoidal (ADS) function, where yo is the 
offset, A is the peak amplitude (normalized), W1 is the full width 
at half maximum, and W2 and W3 are the width and variance of 
the low- and high-energy side, respectively (see equation below):  

y = yo + A
1

1 + e−
(x−xc)+W1 2⁄

W2

�1 −
1

1 + e−
(x−xc)+W1 2⁄

𝑊𝑊3

� 

 
The effect of the concentration of rhodamine B on the position 

of the central peak is shown in Figure 4(a). Increasing sample 
concentration shifted the peak centre to higher wavelengths, 
indicating changes to the structure of rhodamine B. The liquid 
phase of rhodamine B in high concentrations shows different 
molecular dynamics properties. At high concentrations of 
rhodamine B, the molecules absorbed photons of long 

wavelengths (low-energy photons), and the central peaks shifted 
to 565.590 nm at a concentration of 4.715E−8 M. This 
phenomenon is driven by molecular processes, such as the 
multiphoton absorption process (Chen et al., 2006). The high 
number of molecules per unit volume raised the rate of the 
absorption photons, which is reflected in Figure 4(b) as a sharp 
rise in the peak amplitude due to increasing sample 
concentration. In Figure 4(c), the stability of the FWHM (width 
W1) of the peaks obtained from the ADS function agrees with the 
sample concentrations. The FWHM of the peaks changed slightly 
with increased sample concentration. 

The large error bars of some points in the figure are due to the  
fitting process; low-concentration spectra did not match the 
experimental data exactly. In Figures 4(d) and (e), the variance of 
the photon absorption rate increased with the rate of the signal 
of the high and low sides of the peaks. These conflict actions of 
the rhodamine B molecules appear at lower wavelengths, from 
approximately 500 to 540 nm, where the high side of the peak tail 
rises, and at the low sides of the peak tails between 560 and 600 
nm. Moreover, the behaviour of the low and high sides of the 
peak tails (widths W3 and W2) relate to different absorption 
processes of the rhodamine B molecules, where the orientation 
of the molecules plays a significant role in changing the binding 
energy of the molecules (Millan et al., 2016). On the low side of 
the peak tails, the molecules absorb photon energy between 2 
and 2.2 eV), and on the high side, the molecules absorb photons 
of 2.3 to 2.5 eV. 

https://www.powerthesaurus.org/conflict
https://www.powerthesaurus.org/arises
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Figure 4. Absorption spectra of aqueous solutions of rhodamine B (C28H31ClN2O3) at different concentrations. 

 
The peaks in Figures 4 (a) and (b) show the effect of the 

rhodamine B concentration on the peak centre and peak 
amplitude, respectively. Figures 4 (c) and (d) show the full width 
at half maximum of the peaks (FWHM) with the variance on the 
low side of the peak tails (W3) and the high side of the peak tails 
(W2), with the integration absorption signal indicated in Figures 4 
(e) and (f).  

The changing absorption processes are also related to the water 
molecules, which change the solvation binding energy (Jensen, 
2015). The analyses from the ADS fits have small error bars, as 
shown in Figure 4. The unique structure of the molecules results 
in the spatial properties of the sample. The integration signal of 
the detected photons was calculated for every spectrum 
measured in the sample and channel F from Figure 4. The increase 

in the integrated signal with increasing sample concentration is 
due to the high absorption rate of the high-concentration 
molecules. 

The spectra in Figure 5(a) indicate the different behaviours of 
the molecules and the shifts in the centres of the peaks with 
increasing sample concentrations. Figure 5(b) shows the 
reduction of the peak amplitude of the transmission spectra due 
to the increased sample concentrations due to the increased 
number of transmitted photons at a specific wavelength. In Figure 
5(c), the FWHM (W1) were quasi-stable with high sample 
concentrations, as also seen in the absorption spectra analysis. 
From these analyses, different absorption processes happened 
within the inner molecular orbitals. 

 
Figure 5. Transmission spectra of aqueous solutions of rhodamine B at different concentrations. 

 
In Figure 5(a), peaks are fitted to the ADS function. The analyses 

show the effect of the concentration of the liquid phase of 
rhodamine B on the position of the peak centres. The peak 
amplitude is shown with the FWHM in Figures 5(b) and (c). The 

variance of the low side of the peak tails (W3) and the variance of 
the high side of the peak tails (W2) are illustrated in Figures 5(d) 
and (e), with the integration absorption signal given in Figure 5(f). 
In Figures 5 (d) and (e), the low and high sides of the peak tails 
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(W2 and W3) of the obtained spectra were fitted to the ADS 
function. These analyses showed that the high and low sides of 
the tails of the peaks increased with higher sample 
concentrations. The high and low sides of the peak tails indicate a 
change in the structural dynamics of the molecules. This effect 
was also achieved when peaks were detected by absorption and 
when the integration transmitted signal was reduced by 
increasing the sample concentration (Figure 5(f)). 
 

4. Conclusion 
The cavity-enhanced absorption spectroscopy technique has 

been demonstrated using an LED-based light source. 
Furthermore, the effect of ultra-low sample concentrations was 
studied. The experimental setup was developed to achieve 
optimum overlap with the reflectivity of the cavity mirrors for the 
largest differential absorption cross-section of a target molecule. 
High-quality broadband BBCEAS spectra were obtained under 
conditions with a substantial mismatch in the peak wavelength of 
the LED output (500–600 nm). Quantitative absorption and 
transmission spectra measurements were collected at ultra-low 
sample concentrations. The spectra were fitted to the ADS 
function, and analysis indicated a change in the molecular 
structure and the dynamics when the sample concentrations 
reached ultra-low nanomolar scale concentrations. This shifted in 
the central peak position and changed the peak amplitude, 
FWHM, and integration signal of both absorption and transition 
spectra. These indicators can be explained by changes in the 
absorption and transition processes of the rhodamine B molecule 
due to slight changes in the binding energy of the energetic states 
of the molecules. The vibrational and rotation energies of 
molecules also change due to the solvent effect, leading to 
changes in the electronic transitions. As a result, the molecular 
dynamics rotations, vibrations, and transitions of rhodamine B 
also change slightly due to molecule–molecule interactions from 
changes to the molecular distance between the sample and the 
solution in high and low concentrations. This was observed from 
the change in the spectra fit to the ADS function for every sample 
concentration. 
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Aryan Singh8a, Shivam9a, Thrunshi Hiloto10a and Rohit Joshi11a 

 
 

Abstract: Mango is considered to be one of the most cultivated tropical fruits around the world. India is one of the largest producers of 
mango, accounting for an estimated 45% of the total world mango fruit production. India exported 27,872 metric tons of mango, worth 
327.45 crores in 2020-21. Mango is a perishable fruit with a very short shelf life, which leads to wastage. To minimize or utilize the wastage, 
alternative mango-based products are being produced. Mango wine is one of the alternatives for surplus mango production. It is cost-
effective and helps minimize post-harvest losses. The Philippines is the largest manufacturer of mango-based alcoholic beverages, such 
as mango wine and rum. Locally, mango wine is a popular home-based alcoholic beverage in the Philippines. India and Kenya are also 
experiencing significant growth in fruit wine production. The available literature on the production and characterization of mango wine 
briefly describes the fermentation and characterization procedures followed. The physiochemical properties and volatile composition of 
mango wine, including ethanol, esters, total soluble solids, and sensory analysis, are also highlighted in the review. The study provides 
evidence that the antioxidants and immunoboosters can reduce the risk of chronic infections. 
 
Keywords: Mango wine, fermentation, fruit wine, physiochemical analysis, mango pulp 

 
1. Introduction 

In tropical and subtropical regions, the mango (Mangifera indica 
L.) is a beloved fruit. Its exceptional aroma, enticing fragrance, 
exquisite taste, and high nutritional value have distinguished it as 
one of the finest fruits. One of the most important and commonly 
cultivated fruits in the tropics is the mango (Mangifera indica), a 
member of the cashew family (Anacardiaceae). There exist 
several varieties of mango trees, which are believed to originate 
from southern Asia, particularly Myanmar and the Indian state of 
Assam. Mangoes are rich in Vitamins A, C, and D. India holds the 
position of the leading mango producer globally, contributing 
nearly 50% of the total production. Other significant mango-
producing countries include China, Thailand, Mexico, Pakistan, 
the Philippines, Indonesia, Brazil, Nigeria, and Egypt. India alone 
accounts for 12 million tons, representing approximately 52% of 

the global output of 23 million tons. Global mango production, 
averaging 22 million metric tons per year, has been increasing. 
Asia dominates 75% of the production, followed by South and 
North America, which have around 10% each. Uttar Pradesh 
(23.86%), Andhra Pradesh (22.14%), Karnataka (11.71%), Bihar 
(8.79%), Gujarat (6.00%), and Tamil Nadu (5.09%) are the leading 
mango-producing states in India. India exports mangoes to over 
40 countries, with the UAE (61.79%), Bangladesh (11.41%), the 
United Kingdom (8.92%), Saudi Arabia (3.79%), Kuwait (2.32%), 
and Bahrain (2.19%) being the top importers of Indian mangoes 
(National Horticulture Board). 
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exquisite taste, and high nutritional value have distinguished it as 
one of the finest fruits. One of the most important and commonly 
cultivated fruits in the tropics is the mango (Mangifera indica), a 
member of the cashew family (Anacardiaceae). There exist 
several varieties of mango trees, which are believed to originate 
from southern Asia, particularly Myanmar and the Indian state of 
Assam. Mangoes are rich in Vitamins A, C, and D. India holds the 
position of the leading mango producer globally, contributing 
nearly 50% of the total production. Other significant mango-
producing countries include China, Thailand, Mexico, Pakistan, 
the Philippines, Indonesia, Brazil, Nigeria, and Egypt. India alone 
accounts for 12 million tons, representing approximately 52% of 
the global output of 23 million tons. Global mango production, 
averaging 22 million metric tons per year, has been increasing. 
Asia dominates 75% of the production, followed by South and 
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(23.86%), Andhra Pradesh (22.14%), Karnataka (11.71%), Bihar 
(8.79%), Gujarat (6.00%), and Tamil Nadu (5.09%) are the leading 
mango-producing states in India. India exports mangoes to over 
40 countries, with the UAE (61.79%), Bangladesh (11.41%), the 
United Kingdom (8.92%), Saudi Arabia (3.79%), Kuwait (2.32%), 
and Bahrain (2.19%) being the top importers of Indian mangoes 
(National Horticulture Board). 

Alphonso: The Portuguese commander Afonso de Albuquerque 
inspired the name of the Alphonso mango, sometimes referred to 
as the King of Mangoes. Due to its unparalleled flavor and texture, 
Alphonso is the most sought-after mango cultivar globally. Grown 
in the Konkan region of Maharashtra, Alphonso is credited with 

establishing the mango as India's national fruit. The Konkan 
region's Alphonso mango has been granted the Geographical 
Indication designation. 

Langra: Varanasi is a renowned destination for mango 
enthusiasts in India, known for its Langra variety of mangoes. The 
tale of a farmer who nurtured this particular type of mango is 
well-known among locals. The Banarasi Langra mango, available 
between June and July, is famous for its flavor and lemon-yellow 
skin. Dasheri, Himsagar, Kishan Bhog, and Chausa are other 
varieties of mangoes cultivated in India. (Detailed project report 
mango ready to serve manufacturing unit – IIFPT, Tanjavur) 

 
Figure 1. Graphical representation of production of mangoes, guavas and mangosteens in 2001-2021. (Source: Food and agriculture 

organization report 2021) 
 
2. Reason for Mango Wine Production 

Despite grapes being the primary raw material used to make 
wine, there is a growing interest in finding other fruits, such as 
apricot, apple, and palm sap, that are ideal for making wine. Local 
fruits that are inexpensive and easily accessible are utilized as an 
alternative to grapes in nations where they are not widely 
available. In developing nations like India, there is a 20–30% loss 
in fruit production due to post-harvest issues, improper use, along 
with processing technology. Converting garbage into value-added 
goods like wine is a clever solution to this issue. The production 
of mango wine is in high demand worldwide for several reasons, 

some of which are listed below. Mangoes are abundantly 
available throughout the season due to advanced technologies in 
the agriculture sector. This leads to an increase in fruit waste 
production. Fruit waste accumulates due to deteriorated, 
unsightly fruit skin colors, and improper storage temperatures. 
One of the most cost-effective ways to reduce fruit waste, in this 
case, is the production of wine from mango fruit. Figure 2 
illustrates the increased revenue brought in by using mangoes in 
wine production, generating around 5,500 USD for 1 tonne of 
mangoes. This clearly demonstrates that producing wine is an 
efficient way to utilize surplus mango fruit. 
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Figure 2. Net profits derived from processing one ton of mango (Source: FAO 2021 report) 

 
3. Statistical Data of Mango Wine Production 

France, Italy, and Australia have established themselves as 
leaders in the wine industry, thanks to their abundant grape 
production. India is ready to invest in its surplus mango 
production and transform it into value-added products. One 
option to maintain the flavor of mango fruit throughout the year 
is to create mango-based beverages, which will ultimately 
mitigate post-harvest losses during processing operations. 

Figure 3. Representation of Indian wine export in 2002-2014 
(Source: www.enterpreneurindia.co)  

 
Despite the lack of statistical data on mango wine, this article 

aims to provide relevant information about mango wine 
production. According to available data, the Philippines is a major 
producer of mango-based alcoholic beverages such as mango 
wine, mango rum, and whisky. Mango wine is a popular home-
brewed alcoholic beverage in the Philippines. However, the 
majority of beverages produced are for personal consumption. 
"Filipinos are manufacturing different types of wine and liquor 
that are set to take the global market," stated Ambassador Jose 

Maria Cariño, who heads the DFA’s Cultural Diplomacy Unit. 
Developing nations such as India, Kenya, and Mexico are showing 
significant growth in fruit wine production. Mango wine is being 
developed by a group of mango growers in Andhra Pradesh. Five 
hundred farmers have registered and are collaborating to create 
value-added mango products. In addition, another 4,000 farmers 
are working to bring quality fruits, select, and process fruit 
concentrates and pulp for various mango delicacies. 

4. Statistical Data of Mango Pulp 
Mangoes are grown in India. In practically every region of the 

nation, there are numerous types to be found. Certain types of 
fresh mango fruit are used to make mango pulp. The completely 
developed mangoes are picked, swiftly transferred to the facility 
that processes the fruit, where they are examined and cleaned. 
Controlled ripening chambers are used to thoroughly ripen 
selected, high-quality fruits. Following thorough cleaning, the 
fruits are blanched, pulped, deseeded, centrifuged, homogenized, 
and concentrated as necessary. They are thermally processed and 
aseptically filled to maintain sterility. Mango pulp is a prominent 
export from India. During the years 2021–2022, the country 
exported 123,476.69 MT of mango pulp to the world for a total of 
Rs. 924.52 crores/124.11 USD Million. Half of the estimated 
700,000 tonnes of mango pulp production worldwide come from 
India, which yearly produces 350,000 tonnes. India uses 150,000 
tonnes of pulp domestically and exports 200,000 tonnes (APEDA). 
Major export destinations are Saudi Arabia, Yemen Republic, USA, 
Netherlands, UK, and Germany. Mango puree, also known as 
mango pulp, is a smooth and thick product that is processed to 
break up the fibrous, insoluble components of ripe mangoes. It 
retains all of the fruit juice as well as a significant amount of the 
naturally occurring fibrous material present in raw fruit. Mango 
puree is occasionally pasteurized to lengthen its shelf life. 
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Figure 4.  Export of Indian mangoes to different countries (Source. FAO report 2021) 
 

The Middle East leads the market in both consumption and 
imports, with over 20% of all imports coming from the European 
Union. The fruit juice sector in Europe is the biggest consumer of 
mango puree, but it is also used in other industries, including ice 
cream and infant food. Mango pulp sales experienced exponential 
growth, and this trend is anticipated to continue. With a widely 
recognized variety of mangoes, mainly from India, being the 
leader among major mango farmers. Alphonso, Totapuri, and 
Kesar are employed in the pulp-making process. Mango pulp is a 
major food ingredient used in making mango-based beverages 
like mango juice and Mango wine. 

5. Selection of Variety of Mango 
Selection of mango variety depends on the percentage of mango 

juice yield and its quality, as well as its physicochemical 
characteristics. The availability of total soluble sugars (TSS) 
determines the amount of ethanol produced during 
fermentation. Furthermore, mangoes rich in glucose and fructose 
are readily available for yeast to convert into ethanol and carbon 
dioxide. Varieties like Alphanso, Banganpalli, and Totapuri are 
widely used in India for mango wine production, while Haden, 
Kent, Keitt, Ataulfo, and Tommy Atkins varieties are common 
choices in Mexico and Kenya. Previous studies have also utilized 
different types of South Indian mango varieties including 
Banganpalli, Alphonso, Raspuri, Totapuri, Banesha, Neelam, 
Mulgoa, Suvarnarekha, Rumani, and Jahangir (Reddy and Reddy, 
2005). Among these, only a few varieties are suitable for 
winemaking. However, the present study aims to investigate the 
local mango varieties in Varanasi, Uttar Pradesh. Vikash Patel and 
Abhishek Dutt Tripathi (2020) screened five types of mango 
varieties, namely Banganpalli, Dashehari, Alphonso, Langra, and 
Totapuri. Among these, Banganpalli exhibited the highest mango 
juice yield, followed by Totapuri and Dashehari. 

6. Selection of Yeast Strain 
Sugar fermentation in wine is carried out by yeast cells in the 

inoculum. The primary factor separating wine from fruit juice is 
the function of yeast in the winemaking process. The potential 
alcohol content of the wine increases with the amount of sugars 

in the juice yield. Saccharomyces cerevisiae is the most prevalent 
yeast used in the production of wine. Different yeast strains were 
employed by various researchers. Each strain develops its distinct 
flavors during fermentation and has its own enzymatic 
patchwork. In this current study, Vikash Patel and Abhishek Dutt 
Tripathi (2020) used the freeze-dried Saccharomyces cerevisiae 
MTCC 178 strain collected from the Indian Institute of Microbial 
Technology, Chandigarh (India). The Department of Plant 
Pathology, Institute of Agricultural Sciences, Banaras Hindu 
University, Varanasi, provided another yeast isolate (ISY). These 
yeast strains were initially revived with peptone water and 
seeded onto PDA, which will be further used as inoculum 
preparation. Three Saccharomyces strains were employed by 
Reddy and Reddy in 2005. CFTRI 101 produced the most 
promising results during fermentation, followed by the other 
yeast strains isolated from palm wine and baker’s yeast (Aman, 
2022; Sing, 2021).  

7. Fermentation 
A complex substrate is turned into simple chemicals by the 

biological process of fermentation, which involves a variety of 
microorganisms including yeast, bacteria, and fungus (Ritika Joshi, 
Vinay Sharma, and Arindam Kuila*). Numerous investigations 
have revealed various fermentation methods utilized in the 
production of mango wine. The fermentation method differs in 
the use of various factors such as time, temperature, pH, and the 
type of yeast strain being implemented. However, Vikash Patel, 
Abhishek Dutt Tripathi (2020) used the batch fermentation 
technique carried out at 20°C for 15 days. Reddy and Reddy (2005) 
maintained the pH values at 3.5, 4, 5, and 6 and the temperatures 
at 20, 25, and 35°C for a period of 20 days. 

 
8. Physicochemical Analysis of Mango Pulp 

Physicochemical characteristics of mango juice include 
estimations of its total soluble solids, pH, and final titrable acidity. 
Through the use of a refractometer, brix readings were estimated. 
With the help of a pH meter and the DNS approach, the pH and 
reducing sugars were determined. 
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Physicochemical characteristics of mango juice include 
estimations of its total soluble solids, pH, and final titrable acidity. 
Through the use of a refractometer, brix readings were estimated. 
With the help of a pH meter and the DNS approach, the pH and 
reducing sugars were determined. 

 
Table 1. Physiochemical properties of different mango varieties 

Source: (Vikash Patel & Abhishek Dutt Tripathi, 2020; Reddy & 
Reddy, 2005) 

Volume of juice yield plays a crucial role in wine production, as 
it represents the ultimate amount of liquid obtained from fruits. 
Fruits with a high juice yield are preferred for wine making. 
According to estimates by Vikash Patel and Abhishek Dutt Tripathi 
(2020), Banganapalli and Totapuri varieties had the highest juice 
yield, with 16.72 and 13.26 TSS (Total Soluble Solids) respectively, 
whereas Alphanso and Langra had the lowest, with TSS of 18.60 
and 15.57 respectively. Reddy and Reddy (2005) found that 
Banginapalli, with 20.5% TSS, was ideal for mango wine 
production. Li et al. (2012) conducted a study on three mango 
varieties (R2E2, Harum Manis) and concluded that Nam Doc Mai 
was the superior choice. These two studies showed slight 
variations in their findings. 

9. Physicochemical Analysis of Mango Wine 
According to research conducted by Vikash Patel and Abhishek 

Dutt Tripathi, the maximum ethanol concentration of the 
Banganapalli and Dashehari wines in the MTCC 178 (S2) yeast 
strain was 13% and 12% (v/v), respectively. The ethanol produced 
by the ISY (S1) sample also has close proximity with the ethanol 
produced by the MTCC 178 (S2) sample in Banganpalli and 
Dashehari varieties (13% and 11.5%). An earlier study by Reddy 
and Reddy (2005) revealed that using the CFTRI 101 yeast strain, 
the Banganapalli variety of mango produced 14.2% ethanol. The 
Langra (13.8) and Totapuri (11.8) varieties had high TSS, followed 
by Alphonso (11.0) with the S1 yeast strain. In both studies by 
Vikash Patel and Abhishek Dutt Tripathi (2020) and Reddy and 
Reddy (2005), the TA% value of the wine made from Alphonso 
was 0.600. The HPLC study of Dashehari and Langra wines also 
revealed the presence of gallic acid (3,4,5-trihydroxy-benzoic 
acid), a phytochemical with strong antioxidant qualities. The P-
Hydroxybenzoic acid shows antioxidant, antibacterial, and 
antifungal properties (Vikash Patel, Abhishek Dutt Tripathi, 2020). 

10. Factors Effecting Mango Wine Production 
Alcoholic fermentation results from complex interactions 

involving the quantity of sugars present, yeast strain, and 
combinations of time and temperature. The ultimate quality of 
wine is significantly influenced by these factors. Numerous 
investigations have identified the elements that are evident 
during the fermentation process.  
 
pH 
The most significant controlling factor in the fermentation 
process is usually considered to be pH. Due to the activity of yeast 
during fermentation, the pH of wine is likely to increase. The ideal 
pH is proven to be crucial for the production of high-quality wines. 
So far, the Totapuri Variety Mango wine contains a high pH of 3.0, 
whereas the Langra variety of mango wine has a low pH of 4.0 
(Vikash Patel and Abhishek Dutt Tripathi, 2020). Kumar et al. 
(2009) determined that a pH of 3.8 was suitable for mango wine 
fermentation. 

 
Temperature 
The fermentation process in winemaking largely depends on 
temperature. The ideal temperature for good quality wine is 68-
86°F (20-30°C) (Reynolds et al., 2001). Wines that are fermented 
at low temperatures, such as 15°C, are lighter and more fragrant. 
When the proliferation of yeast cells doubles or declines, the 
temperature may rise or fall. Maintaining a constant temperature 
throughout the secondary fermentation is another efficient 
method for enhancing the quality of the final wine. Mango wine 
may be most effectively made around 25 °C. 

 
Time 
Since they have an effect on the end product's quality and 
content, fermentation time and temperature are essential (Mpho 
Maleke & Wesley Doorsamy, 2022). All varieties of Banganpalli, 
Totapuri, Langra, Mashehari, and Alphonso give better wine 
quality at a temperature of 25°C for 15 days (Vikash Patel and 
Abhishek Dutt Tripathi, 2020). 
 
11. Medicinal Benefits of Mango Wine 

Mangoes are claimed to be an excellent source of various 
vitamins, such as A, B, and C. Moreover, minerals like calcium, 
magnesium, iron, sodium, and phosphorous are found in 
mangoes along with vitamins. Additionally, malic, citric, and 
tartaric acids are present in small amounts in mangoes (Fizza 
Mubarik et al., 2020; Khongthaw et al., 2022; Dulta et al., 2021). 
Among multiple cultivars, the most common carotenoid is β-
carotene, which is essential as a lipophilic radical scavenger. The 
total carotenoid content in mango wines ranges from 578-4330 
g/100g, with Alphonso having the highest quantity at 4330 
g/100g, followed by Sindhura at 4101 g/100g, Banginapalli at 
2943 g/100g, Rumani at 2857 g/100g, and Totapuri at 690 g/100g 
(Reddy and Reddy, 2005). Ascorbic acid is another compound that 
increases during mango wine fermentation, effectively 
scavenging reactive oxygen and nitrogen species, including 
superoxide and hydroperoxyl radicals (Carol S. Johnston et al., 

Tests Alphonso Banganpalli Alphonso Banganpalli 

TSS         18.60 ± 1.27    16.72 ± 1.28              16.0                          20.5 

Reducing 16.60 ± 0.80     2.1 ± 0.10              16.3                         18.5 

                                                    Sugars 

TA          0.44 ± 0.01        0.34 ± 0.06             0.350                         0.326 

PH        3.7 ± 0.80           4.2 ± 0.85                 4.1                              4.0 
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2013). Reddy and Reddy's study on Alphonso mangoes revealed 
eleven distinct phenolic compounds. The Totapuri mango variety 
exhibited the highest content (1050 mg/l), followed by Alphonso, 
Banginapalli (725 mg/l), Sindhura (725 mg/l), and Sindhoora (490 
mg/l), respectively. These polyphenols possess anti-inflammatory 
and antioxidant properties that could have advantageous 
preventive and/or therapeutic effects against obesity, cancer, 
neurological diseases, and cardiovascular ailments (Hannah Cory, 
Simone Passarelli, and Josiemer Mattei, 2018). In the research by 
Vikash Patel and Abhishek Dutt Tripathi, the Dashehari mango 
wine treated with S1 included gallic acid, a phytochemical with 
exceptional antioxidant properties that could serve as a potential 
functional food ingredient. The study also indicated that S1-
treated Dashehari and Langra varieties of mango wine contained 
a significant amount of flavonoids and polyphenolic compounds. 

12. Cost Economics 
According to the study, 1305 ml of mango juice is required to 

make 1 L of wine. For 1L of wine, 2.25 kg of mangoes are required. 
The cost of raw materials is around Rs. 100, based on market 
prices. Therefore, the study provided evidence that 1L of mango 
wine will cost about Rs. 250. However, the Reddy and Reddy 2005 
study showed a significant difference in the capital cost. There is 
only Rs. 100 cost for producing 1L of mango wine. The variation in 
the cost of 1L of mango wine in both studies is due to the cost of 
raw materials (mangoes) used and processing steps. The scale-up 
will, however, take the actual cost of production into account. 

13. Other Fermented Products from Mango 
Mango Feron 
Mango Feron is the process of making ethanol from mango 

leaves. The students from Jiwaji University made an attempt to 
make wine from mango leaves and named it Mango Feron. The 
study reports that mango feron is rich in antibacterial properties 
and has shown significant results in the treatment of diabetes. 
The base wine contains approximately 8–12% ethanol. 

 
Mango Vermouth 
Mango vermouth is an aromatic fortified wine created from 

mango juice. Vermouth is described as a fortified wine with 
spices, aromatic compounds, and added flavors. Vermouth is 
another term for an aperitif. 

 
Cashew Apple Wine 
It is also one of the emerging alcoholic beverages in the brewery 

industry. It is usually made from the leftover part of the cashew 
fruit or false fruit. It is an effective method to utilize the waste 
generated from the cashew manufacturing industry. 

 

14. Conclusion 
One of the tropical fruits that are most widely grown worldwide 

is the mango. It is abundant in sugars and other crucial nutrients 
needed by humans. One of the beverage markets that is 
expanding the quickest globally is the fruit wine sector. By 
creating alternative fruit-based products like fruit wine, jams, and 

jellies as well as incorporating them into other foods, developed 
countries are able to utilize their excess fruit production. 
However, because of a lack of technology resources, developing 
countries fail to make the most of their fruit supply, resulting in a 
5–10% fruit loss rate. This study focused on using the mango fruit 
to produce wine (Mangifera indica). This article provides a quick 
overview of the ethanol production process using local mango 
varieties such as Alphonso, Totapuri, Langra, and Dashehari. 
Mango wine consumption has many health advantages in 
contrast to its low alcohol content. The goal of this research is to 
promote fruit wine’s potential health benefits while also 
accelerating the market for the beverage. 
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A Review on Modern Lunar Crescent Visibility Criterion 
Muhamad Syazwan Faid1a, Mohd Saiful Anwar Mohd Nawawi2b*, Mohd Hafiz Mohd Saadon3b and Nazhatulshima Ahmad4c 
 

 

Abstract: The modern lunar crescent visibility criterion is a criterion produced in the 20th century, which began with Fotheringham’s 
criterion in 1910 and continued until the present date. A limited number of research studies have been conducted on the modern lunar 
crescent visibility criterion, with a majority of the studies placing focus on the design and social aspects of it. Therefore, this article aims 
to provide a review on the modern lunar crescent visibility criterion, which covers the scientific outlook of a lunar crescent visibility 
criterion: data locality, prediction strength and weaknesses, and its long-term legacy in visibility. The said review is conducted using 
systematic literature analysis, and specific inclusion and exclusion criteria, performed based on 27 works on the lunar crescent visibility 
criterion that pass the selection criteria. The review suggests that a new outlook on modern lunar crescent visibility criterion study can be 
obtained, by conducting an assessment of collected database of lunar crescent sightings, and by providing a comparative analysis tool for 
modern lunar crescent visibility criterion. 
 
Keywords: :  Review, lunar crescent, visibility, criterion. 

 
1. Introduction 
 The criterion used to predict the visibility of a lunar crescent 

during an observation is called the lunar crescent visibility 
criterion. Researchers have developed a lunar crescent visibility 
criterion based on records of lunar crescent sighting and their 
subjective definition of lunar crescent visibility, which can be 
telescopic definition, naked eye definition, or above the horizon 
definition. A telescopic definition of lunar crescent visibility 
criterion is based on visible lunar crescent sighting using a 
telescope, while the naked eye definition means that the criterion 
is based on naked eye visibility of lunar crescent, while an above-
the-horizon definition is a lunar crescent visibility criterion that 
developed based on the position of a lunar crescent above the 
horizon, regardless of its visibility (Faid et al., 2022). 

Schaefer highlighted that lunar crescent visibility is as one of the 
most non-trivial research projects in the field of astronomy. This 
is because lunar crescent visibility is directly involved in the 
calendrical making of the Muslim and Hebrew calendars. Muslims 
require visibility of the lunar crescent to determine dates of 
religious importance, such as the start of the fasting month of 
Ramadhan, the celebration of Eid Fitri, and the period of the 
Muslim pilgrimage. These events require a significant amount of 
raw material, human resources, traffic administration, and travel 
planning, involving millions of dollars in transfer every year. 

Karaites and Samaritans, being groups of Hebrew community 
found in Israel, use lunar crescent sighting to determine their 
lunisolar calendar: The Karaites need to observe the lunar 
crescent to determine their Rosh Chodesh holiday, while the 
Samaritans have developed a computation algorithm based on 
data of lunar crescent observation in order to determine their 
calendar (Faid, Nawawi, et al., 2024; Hoffman, 2003). This 
demonstrates the importance of research on lunar crescent 
visibility criterion in the present. 

 
Modern Lunar Crescent Visibility Criterion 
Lunar crescent visibility was extensively studied during the 

medieval era since it was vital for purposes of calendrical making 
by the Islamic empire during that time (Mustapha et al., 2024). 
However, in keeping with the decline of science during the 
medieval times, the keenness to study the visibility of the lunar 
crescent diminished after the 16th century (King, 1991). Since 
then, the new Hijri month has been determined either with a 
lunar crescent sighting or a simple 29th-30th alternate rule. 
Research for lunar crescent visibility did not spark much interest 
among researchers until at least the 20th century (Ilyas, 1994). In 
1910, Fotheringham sparked much interest in lunar crescent 
visibility research, followed by  Maunder in 1911 and Danjon in 
1936 (Danjon, 1936; Fotheringham, 1910; Maunder, 1911; 
Muhamad Syazwan Faid, Mohd Nawawi, and Mohd Saadon 
2024). The interest then spread among the Muslim community, 
sparked by conflicting lunar crescent visibility reports and the 
determination of different dates for the new Hijri month (Moosa, 
1998). This led to the first Muslim lunar crescent visibility criterion 
since the era of the Middle Ages, which is the Istanbul Declaration 
in 1976 (Mufid and Djamaluddin, 2023), followed by the Ilyas 
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series of lunar crescent visibility criteria, the MABIMS lunar 
crescent visibility criterion in 1991, and later the Fatoohi lunar 
crescent visibility criterion in 1998 (Fatoohi, 1998; M. Ilyas, 1984; 
Mohd Nawawi et al., 2015). 

The modern lunar crescent visibility criteria demonstrate 
frequent use of altitude, azimuth, and elongation parameters, 
and also the introduction of width and contrast threshold to 
further increase the accuracy of lunar crescent visibility 
prediction. Modern lunar crescent visibility criteria are more 
composite in parameters, and its designs are constructed through 
a larger compilation of lunar crescent visibility reports, in contrast 
to the lunar crescent visibility criteria in the Middle Ages (Faid, 
Mohd Nawawi, Abdul Wahab, et al., 2023). Since the rekindled 
interest in the lunar crescent visibility criterion by Fotheringham 
in 1910, which we marked as a starting point for the period of 
modern lunar crescent visibility criterion, at least 21 lunar 
crescent visibility criteria have beens produced, and various social 
aspects of lunar crescent visibility have been explored (M.S. Faid, 
Mohd Nawawi, and Mohd Saadon, 2023). Among the vast 
available literature on the lunar crescent visibility criterion, there 
have been a few attempts by Ilyas, Schaefer, and Fatoohi to 
provide a review on lunar crescent visibility. Ilyas (1994) was 
among the first to review the lunar crescent visibility criteria, 
including the Babylonian, Hindu, and Medieval lunar crescent 
visibility criteria. Ilyas's review, however, was biased towards his 
own lunar crescent visibility parameter. The Danjon limit, for 
example, was interpreted based on his finding of a 10.5 degree 
parameter. Ilyas also did not provide any solid counterargument 
for contradiction as highlighted by other researchers during his 
time. Zainal (2001) later summarised the review by Ilyas,  largely 
only replicating Ilyas's argument without providing any additional 
thought on the study of lunar crescent visibility criteria.  

Schaefer (1996) published another review on lunar crescent 
visibility criteria, supplementing each of his arguments with 294 
lunar crescent observation records, providing a solid finding for 
each criterion's parameter. However, he took the same path as 
Ilyas, although with less severity, interpreting the lunar crescent 
visibility criterion reviewed under the glass of his own criterion. It 
was also found that Schaefer had miscalculated some of his 
findings (Loewinger, 1995), was inconsistent in deciding his 
constant coefficient (Fatoohi, 1998), and was unclear on the 
definition of the term lunar brightness (Sultan, 2007). Fatoohi 
(1998) produced a comprehensive review of lunar crescent 
visibility criteria, using more than 500records of lunar crescent 
observation. Fatoohi’s review covers Ancient lunar crescent 
visibility criteria to Yallop's (1998) composite criteria. However, it 
was limited to records of lunar crescent observation that 
predate1998 and the criteria produced before the publication of 
his thesis. Fatoohi’s review was dated almost 30 years ago, and in 
the last 10 years, there has been no review of the modern lunar 
crescent visibility criterion conducted by any researcher. The 
limited presence of review literature on modern lunar crescent 

visibility criterion signifies the research gap on this matter. 
Therefore, this research attempts to provide a review of the 
modern lunar crescent visibility criterion to provide a refreshed 
view on the subject.  

 
2. Methodology   

To achieve the aims of our study, a review was undertaken using 
the PRISMA review method (Rethlefsen et al., 2021). The 
selection criteria for including papers are as set out in Figure 2. 
Selected papers were retrieved from the Google Scholar, Scopus, 
Mendeley, and Web of Science databases on 30 April 2023 using 
the search terms lunar crescent visibility criterion, new moon 
visibility criterion, Imkanur Rukyah criterion, and hilal visibility 
criterion (n = 43). Duplicate records were removed, and the study 
was limited to journal papers to retain robust peer-reviewed 
references. Then, the lunar crescent visibility criterion that was 
published before 1910, which is the timeframe of the modern 
lunar crescent visibility criterion, was excluded. Any literature 
published later than 1910 but contained study of criterion that 
predates 1910 was also excluded. The same exclusion applies for 
literature that is not peer-reviewed, and published in non-indexed 
journals. Finally, literature that discusses the social aspects of 
lunar crescent visibility criterion, and does not provide its lunar 
crescent visibility criterion was excluded as well. A total of 27 
articles on the lunar crescent visibility criterion passed the 
exclusion criteria. The selection criteria are set out in Figure 1. 
Meanwhile, Table 1 portrays literature that passes the inclusion 
and exclusion criteria. 

Literature search and selection is the first exercise conducted in 
this research. The literature search was conducted using Google 
Scholar, Scopus, Mendeley, and Web of Science databases. The 
search keywords are: lunar crescent visibility criterion, new moon 
visibility criterion, Imkanur Rukyah, and hilal visibility criterion. A 
total of 43 articles were covered using the aforementioned search 
and selection criteria. Then, the lunar crescent visibility criterion 
published before the timeframe of the modern lunar crescent 
visibility criterion (which is 1910) was excluded. Literature 
published later than 1910, but contain study of criterion that 
predate 1910, were also excluded. Literature that is not peer-
reviewed, and published in non-indexed journals, were excluded. 
Finally, literature that discusses the social aspects of lunar 
crescent visibility criterion, and does not provide its lunar crescent 
visibility criterion, is excluded. A total of 27 articles on the lunar 
crescent visibility criterion passed the exclusion criteria. Table 1 
portrays the literature that passed the inclusion and exclusion 
criteria. 
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Figure 1. Selection Criteria for the literature review using the PRISMA review process. 

Table 1. Lunar Crescent Criterion from Selected Publications 
No 

Parameter Source Year Lunar Crescent Criteria Expression 

1 

Altitude & 
Azimuth 

Fotheringham 1911 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 12.0 − 0.008∆𝐴𝐴𝐴𝐴 

2 Maunder 1912 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 11 − 0.005|∆𝐴𝐴𝐴𝐴| − 0.01∆𝐴𝐴𝐴𝐴2 
3 Ilyas 1984 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  −0.0027356815 𝐷𝐷𝐴𝐴𝐴𝐴 +  −0.0136648716 𝐷𝐷𝐴𝐴𝐴𝐴2  

+  0.0002119205 𝐷𝐷𝐴𝐴𝐴𝐴3 +  10.2832719598 
4 

Fatoohi 1998 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 10.7638 + 0.0356 ∆𝐴𝐴𝐴𝐴 − 0.0164∆𝐴𝐴𝐴𝐴2
+ 0.0004∆𝐴𝐴𝐴𝐴3 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐿𝐿𝐿𝐿𝐿𝐿𝑈𝑈𝑈𝑈 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 9.2714− 0.0644 ∆𝐴𝐴𝐴𝐴 − 0.0058∆𝐴𝐴𝐴𝐴2
+ 0.0002∆𝐴𝐴𝐴𝐴3 

5 
Krauss 2012 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐿𝐿ℎ𝑈𝑈𝑒𝑒𝐿𝐿𝑒𝑒𝑒𝑒  =  0.0291254840 𝐷𝐷𝐴𝐴𝐴𝐴 
+  −0.0098347831 𝐷𝐷𝐴𝐴𝐴𝐴2  
+ 0.0000475196 𝐷𝐷𝐴𝐴𝐴𝐴3 +  10.5981838905 

6 MABIMS 1995 1995 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 3° &𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 2° 
7 Istanbul 2016 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 8° &𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 5° 
8 MABIMS 2021 2021 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 6.4° &𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 3° 
9 Elongation Danjon 1936 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 7° 
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10 Ilyas 1983 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 10.5° 
11 McNally 1984 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 5° 
12 Schaefer 1991 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 7.5° 
13 Fatoohi 1998 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 7.5° 𝑓𝑓𝑓𝑓𝐴𝐴 𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜𝐴𝐴𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜𝑎𝑎𝑎𝑎𝑎𝑎  

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 9.1° 𝑓𝑓𝑓𝑓𝐴𝐴 𝑛𝑛𝑜𝑜𝑛𝑛𝑎𝑎𝑎𝑎 𝑎𝑎𝑒𝑒𝑎𝑎 
14 Odeh 2004 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 6.4° 𝑓𝑓𝑓𝑓𝐴𝐴 𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜𝐴𝐴𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜𝑎𝑎𝑎𝑎𝑎𝑎 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 7.7° 𝑓𝑓𝑓𝑓𝐴𝐴 𝑛𝑛𝑜𝑜𝑛𝑛𝑎𝑎𝑎𝑎 𝑎𝑎𝑒𝑒𝑎𝑎   
15 Sultan 2007 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 5° 
16 Hasanzadeh 2012 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 5° 
17 

Singular 
Elongation 
Variable 

Danjon 1936 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 ≥ 7° 

18 
Ilyas 1985 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 > 10.5 

19 McNally 1985 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 > 5.0 
20 

Arc of Vision & 
Lunar Width 

Bruin 1977 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  11.5621745317 − 7.944238328 𝑤𝑤′

+  3.2608487770 𝑤𝑤′2  − 0.4559413249 𝑤𝑤′3 
21 Ilyas 1985  

22 
Yallop 1998 𝑞𝑞 = (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 − 11.8371 + 6.3226𝑊𝑊′ − 0.7319𝑊𝑊′2

+ 0.1018𝑊𝑊′3)/10 
23 Odeh 2004 𝐴𝐴 =  𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 −  (−0.1018𝑊𝑊3  +  0.7319𝑊𝑊2  −  6.3226𝑊𝑊 

+  7.1651) 
24 Qureshi 2012 𝑆𝑆 =  (𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 −  0.351964 𝑊𝑊3  +  2.222075 𝑊𝑊2  

− 5.422643 𝑊𝑊 +  10.43418) 
25 

Alrefay 2018 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑁𝑁𝑒𝑒𝑁𝑁𝑈𝑈𝑁𝑁 𝐸𝐸𝐸𝐸𝑈𝑈  >  9.34−  4.51𝑤𝑤 +  3.3𝑊𝑊2 −  1.01𝑊𝑊3 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑂𝑂𝑈𝑈𝐿𝐿𝐿𝐿𝑂𝑂𝑒𝑒𝑂𝑂 𝐴𝐴𝐿𝐿𝑁𝑁𝑈𝑈𝑁𝑁  >  7.83 −  4.35𝑤𝑤 +  3.22𝑊𝑊2 −  1.02𝑊𝑊3 

26 Lag Time & 
Elongation Caldwell 2010 𝑜𝑜𝑜𝑜𝑙𝑙 (′) >  −0.9709 𝑜𝑜𝐴𝐴𝐴𝐴𝑜𝑜 + 44.65 𝑓𝑓𝑓𝑓𝐴𝐴 𝑛𝑛𝑜𝑜𝑛𝑛𝑎𝑎𝑎𝑎 𝑎𝑎𝑒𝑒𝑎𝑎 𝑠𝑠𝑜𝑜𝑙𝑙ℎ𝑜𝑜𝑜𝑜𝑛𝑛𝑙𝑙 

𝑜𝑜𝑜𝑜𝑙𝑙 (′) >  −1.9230 𝑜𝑜𝐴𝐴𝐴𝐴𝑜𝑜 + 43.13 𝑓𝑓𝑓𝑓𝐴𝐴 𝑓𝑓𝑜𝑜𝑜𝑜𝑜𝑜𝐴𝐴𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜𝑎𝑎𝑎𝑎𝑎𝑎 
27 

Gautschy Lagtime & Arc of 
Vision 2014 

𝐴𝐴𝑜𝑜𝑜𝑜𝑜𝑜𝐿𝐿𝑎𝑎 =  0.3342328913 ∆𝐴𝐴𝐴𝐴 +  −0.0715608980 ∆𝐴𝐴𝐴𝐴2
+  0.0009924422 ∗ ∆𝐴𝐴𝐴𝐴3
+  33.8890455442 

The purpose of this review paper is to gather fragmented 
knowledge and place them into a single documentto provide a 
detailed perspective on the current state of lunar crescent 
visibility research. It should be noted that there are other reviews 
available that have a more focused method of conducting lunar 
crescent sighting criterion study, such as a comprehensive 
assessment of the lunar crescent visibility criterion (Fatoohi, 
1998). Some articles consider a particular analysis viewpoint, such 
as lunar cycle analysis (Rahimi and Zainal, 2019; Rodzali and Man, 
2021), while others focus on a specific parameter, such as the 
histogram bias analysis (Doggett et al., 1994), or provide only 
literature review without technical analysis, such as Zainal (2001). 
This review identifies the background and theory used to develop 
a lunar crescent visibility criterion by each researcher and 
examines the locality of the data used for the criterion developed. 
Each developed lunar crescent visibility criterion is portrayed in a 
table to enable its reconstruction using the regression technique. 
Each lunar crescent visibility criterion's strengths, weaknesses, 
and long-term impact of visibility research are highlighted to 
provide a neutral outlook of it.  This review is critical and timely 
as studies on the lunar crescent visibility criterion are growing 
rapidly in number (Utama et al., 2023; Zulkeflee et al., 2022). The 

information given will aid those who are interested in the topic to 
gain an understanding of key methods and their applications. This 
review aims to highlight the solutions used in the past and identify 
ways in which they can be used and improved in the future. 

 
3. Review of Modern Lunar Crescent Visibility 
Criterion 

Studies on the visibility of lunar crescent diminished after the 
16th century, in parallel with the fall of Islamic Science during the 
Middle Ages (King, 1993). Since then, the new Hijri month is 
determined either by way of lunar crescent sighting or by using 
the simple 29th-30th alternate rule. Research on the lunar crescent 
visibility limit did not garner much interest until the 20th century 
(M. Ilyas, 1997a). In 1910, Fotheringham sparked the interest in 
lunar crescent visibility limit research, followed by Maunder in 
1911 and Danjon in 1936. Interest in the topic then rekindled 
among the Muslim community, following conflicting lunar 
crescent visibility reports and different dates applied for new Hijri 
months (Mohammad Ilyas, 1984). This led to the first Muslim 
lunar crescent visibility criterion since the era of the Middle Ages, 
Istanbul Declaration in 1976 (Rodzali & Man, 2021), followed by 
the Ilyas series of lunar crescent visibility criterion, the MABIMS 
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lunar crescent visibility criterion in 1991, and the Fatoohi lunar 
crescent visibility criterion in 1998. The modern lunar crescent 
visibility criterion demonstrates frequent use of altitude, azimuth, 
and elongation parameter. Modern lunar crescent visibility 
criterion also saw the introduction of width and contrast 
threshold to further increase the accuracy of lunar crescent 
visibility prediction. Modern lunar crescent visibility criteria are 
more composite in parameter and their design constructed 
through larger compilation of lunar crescent visibility reports, in 
contrast to lunar crescent visibility criterion during the Middle 
Ages. 

 
Fotheringham’s Lunar Crescent Visibility Criterion 
John Knight Fotheringham was born in 1874 in Britain. An expert 

in historical astronomy, he was also influential in establishing the 
chronology of the Babylon empire In 1910, Fotheringham 
published a study on the lunar crescent visibility criterion, 
incidentally sparking interest on the matter which has been 
stagnant for at least two centuries. While works of lunar crescent 
visibility has been published since 1868 by Johann Schmidt, a 
majority of the studies discuss the report of lunar crescent 
visibility and lunar crescent visibility criterion of the past, whereas 
Fotheringham was the first to introduce his own lunar crescent 
visibility criterion. 

Fotheringham incorporated altitude and azimuth in his lunar 
crescent visibility criterion (Fotheringham, 1910). His curve can 
roughly be represented in the expression of, 

 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  −0.1758223322 ∆𝐴𝐴𝐴𝐴 +  0.0225942071 ∆𝐴𝐴𝐴𝐴2  

+  −0.0009955850 ∆𝐴𝐴𝐴𝐴3

+  12.0825223783 
3.1 
Source: Researcher Data 
 
His curve is calculated at sunset. Fotheringham does not state 

where he gathered ideas to construct the lunar crescent visibility 
curve using altitude and azimuth parameter, although Ilyas 
claimed that it was inspired by the Battani lunar crescent visibility 
curve (Ilyas, 1987). Fotheringham formulated his lunar crescent 
visibility curve from 55 positive data and 21 negative data of lunar 
crescent observation. His data is compiled from the collection of 
Mommsen and Julius Schmidt lunar crescent visibility data 
(Mommsen, 1883; Schmidt, 1868). He added that his lunar 
crescent visibility curve is applicable at any given location, with 
slight adjustments according to atmospheric extinction. The 
Fotheringham table of lunar crescent visibility curve is portrayed 
in Table 3.1 below. 

 

Table 3.2. Fotheringham Table of Lunar Crescent Visibility Curve 

Difference in Azimuth (˚) Arc of Vision 

0 12 

5 11.9 

10 11.4 

15 11.0 

20 10.0 

23 7.7 
Source : Fotheringham (1910) 

 
The Fotheringham lunar crescent visibility criterion suggests 

that the lunar crescent will be visible at a lower altitude if 
separated by a considerable number of azimuths. Deducing from 
his visibility curve expression, at 38 degrees of azimuth, lunar 
crescent is visible at 0 degree of altitude. In real observation, it is 
not feasible for lunar crescent to be visible at 0 degree of altitude 
due to the effect of concentrated air mass and high level 
atmospheric extinction (Schaefer, 1986). 

Maunder criticized the Fatoohi visibility curve, stating that his 
design is primarily based on positive lunar crescent visibility 
records and ignored a majority of negative sightings. Maunder 
adds that if a lunar crescent is reported visible at a given 
parameter at a certain location, it does not guarantee that the 
same lunar crescent parameter would bevisible at other times 
and other locations. This is because cloud and atmospheric 
conditions could hamper the visibility of a lunar crescent. 
Fotheringham’s lack of attention to negative lunar crescent 
observation has caused its visibility curve to be located at a higher 
visibility threshold, consequently causing the inability to 
accurately predict several negative lunar crescent visibility 
reports (Fatoohi tand Stephenson, F. Richard; Dargazelli, 1999). 

Fotheringham data compilation was carried out based on two 
sources, Mommsen, and Schmidt, both located in Athens. This 
made his visibility only viable for Athens, and susceptible to error 
at other latitudes. His data of altitude and azimuth were 
calculated without consideration of parallax and refraction, 
making his data subject to error up to 1 degree in real 
observation. Fatoohi, when examining Fotheringham’s lunar 
crescent visibility criterion, discovered that Maunder’s claim on 
the flaws of Fotheringham’s lunar crescent visibility criterion was 
true. Fotheringham’s high visibility curve ignored most of the 
negative lunar crescent sightings. In addition, Fotheringham’s 
claim that his criterion is adaptable at any given latitude is 
erroneous as it was discovered that his criterion has been highly 
erroneous in predicting lunar crescent visibility at other latitudes 
(Fatoohi & Stephenson, F. Richard; Dargazelli, 1999). 
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Despite its shortcomings, the Fatoohi lunar crescent visibility 
criterion has sparked positive competition among astronomers in 
designing lunar crescent visibility criterion. His altitude and 
azimuth parameter led to the design of Maunder lunar crescent 
visibility criterion, and inspired research on other topocentric 
parameter of lunar crescent visibility such as elongation and 
width, His framework of altitude-azimuth parameter is still being 
used today by Muslim countries (such as the regional body 
MABIMS) to determine their new Hijri month (Fatoohi, 1998). 

 
Maunder’s Lunar Crescent Visibility Criterion 
Edward Walter Maunder was a British resident, born in 1851. He 

was an influential astronomer in solar observation, famously 
associated with the term Maunder Minimum to describe the 
period of prolonged solar minimum from 1645 to 1715 (Eddy, 
1976). In 1911, Maunder  published a lunar crescent visibility 
criterion in his article “On the Smallest Visible Phase of the 
Moon”. His article is a form of refinement of Fotheringham’s 
works, which he heavily criticised as being too pessimistic in 
predicting lunar crescent visibility.  

Similarly with Fotheringham, Maunder incorporates altitude and 
azimuth for his lunar crescent visibility criterion. His lunar 
crescent visibility criterion is demonstrated with a table and can 
be expressed in the form of a formula, as follows: 

 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = 11− 0.05 ∆𝐴𝐴𝐴𝐴 − 0.01 ∆𝐴𝐴𝐴𝐴2 

3.1 
Source : Researcher Data 
 
The Maunder criterion is calculated at sunset, and the Maunder 

table of lunar crescent visibility curve is demonstrated in Table 3.2 
below. 
 
Table 3.3. The Maunder Table of lunar crescent visibility criterion  

Different in Azimuth (°) Arc of Vision (°) 
0 11.0 
5 10.5 
10 9.5 
15 8.0 
20 6.0 

Source : Maunder (1911) 
 
Maunder applied the same altitude-azimuth framework as 

Fotheringham for his lunar crescent visibility criterion, the only 
difference being that the Maunder visibility curve is lower than 
the Fotheringham visibility curve. This is due to the consideration 
of negative observation in Maunder visibility curve (Krauss, 2012). 
The Maunder lunar crescent visibility criterion uses the same data 
as Fotheringham with an additional 11 data from various 
latitudes, amassing 87 data from lunar crescent visibility records, 
with 66 positive observations and 21 negative observations. In 
terms of location, the Maunder lunar crescent visibility data is 
clustered around Athens. Maunder insisted that his visibility curve 
is more reliable since it has considered both negative and positive 
observations. As the Maunder lunar crescent visibility curve uses 

the same framework with Fotheringham, his criterion would 
suggest that a lunar crescent is visible at 0 degree arc of vision and 
30 degrees of difference in azimuth, which would be impossible 
due to atmospheric extinction and air mass. Alternatively, the 
Maunder visibility curve suggests that the lunar crescent is visible 
at 11.0 degrees arc of vision,  whilst its azimuthal difference is 0 
degree. This is not necessarily the case, as Fatoohi recorded a 
visible lunar crescent at as low as 6.2 degrees and 0.5 azimuthal 
difference (Fatoohi et al., 1998). 

Maunder’s correction of the Fotheringham visibility curve, 
although commendable, is still under the framework of altitude-
azimuth visibility curve. Despite Maunder’s attempt to accurately 
draw the line between positive and negative lunar crescent, his 
altitude-azimuth criterion has produced the sames issue as that 
which arose for the Fotheringham criterion. A high visibility curve 
would favour prediction for negative data but it would be unable 
to predict positive data, while attempts to lower the visibility 
curve will favour prediction for positive data but reduce the 
successful rate of negative data prediction. It is also noted that 
the framework of altitude-azimuth lunar crescent visibility 
criterion is dependent on latitude. 

Fatoohi, in his assessment of Maunder’s visibility curve 
accuracy, found that it has a contradiction rate of 17.8 percent in 
predicting positive observation, while 15.5 percent of the 
negative lunar crescent observation data was found to fall above 
Maunder’s visibility curve. Thus, Maunder visibility curve can be 
said to be far superior to other visibility curves that adopt the 
altitude-azimuth framework, such as Neugebauer and Schoch. 
However, due to its adoption of the altitude-azimuth framework 
itself, its capability to predict lunar crescent visibility is not 
satisfactory (Neugebauer, 1929). Maunder’s lunar crescent 
visibility criterion, despite its flaws, demonstrated how lunar 
crescent visibility is designed. Maunder showed that rather than 
favouring positive observation in the construction of lunar 
crescent visibility criterion, the consideration of negative 
observation greatly increases the accuracy of any criterion.  

 
Danjon’s Lunar Crescent Visibility Criterion 
André-Louis Danjon was born in Caen, France in 1890. He was a 

notable French astronomer, famously credited for introducing a 
qualitative scale for measuring appearance and luminosity of the 
lunar crescent, known as the Danjon scale. In 1936, through a 
collection of 75 measurements and estimation of lunar crescent 
lengths, Danjon published a work entitled “Le Croissant Lunaire”, 
or “The Lunar Crescent”. In his work, Danjon explained the 
relationship between angle of separation from sun and moon or 
elongation against the length of a lunar crescent. Danjon stated 
that the length of lunar crescent increases from 0 degree to 180 
degrees in proportion with elongation from 7 degrees to 180 
degrees. He deduced that the lunar crescent is invisible for 
elongations below 7 degrees due to being shadowed of the lunar 
mountain. Danjon’s compilation of 75 measurements of lunar he 
crescent length showed elongation ranging from 8 degrees to 90 
degrees. This indicates that the value of 7 degrees is not the result 
of direct measurement of lunar crescent, instead it is a product of 
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extrapolation from his graph. In fact, the lowest crescent length 
was recorded at 6.2 degrees with 8 degrees of elongation. This 
means that the result obtained of 7 degrees is an interpretation 
by Danjon and subject to other interpretations by other 
researchers (Danjon, 1936). 

The limit of 7-degree elongation for crescent length, or currently 
known as the Danjon limit, has been highly contested by 
researchers. McNally argued that the average lunar radius has a 
variation of 0.6%, which is too small to cast a shadow that 
overcast lunar crescent length (McNally, 1983). He then explained 
that the deficiency of lunar crescent length is due to atmospheric 
seeing on the cusp of the lunar crescent. Atmospheric seeing 
cause the cusp brightness of the lunar crescent to be reduced, 
hence impact the shortening of the visible cusps of lunar crescent. 
Schaefer (1991) on the other hands, provided a different 
explanation of the shortening of the lunar crescentClick or tap 
here to enter text.. He agreed with McNally that it is not plausible 
to attribute lunar crescent shortening to the shadow of lunar 
mountain, as it requires a height of 12 km of lunar mountain 
shadow to overcast the lunar crescent. The highest mountain on 
the moon is Mons Huygens that has 5.5 km in elevation (Spain, 
2009). However, Schaefer disagrees with McNally on the 
causative effect of atmospheric seeing on the length of lunar 
crescent. Schaefer supplemented his disagreement by stating that 
his Moonwatch project indicates that both telescopic and visual 
observations report the same length of lunar crescent. By McNally 
modelling, telescopic and visual observers should have different 
impact of atmospheric seeing, thus contributing to different 
lengths of lunar crescents (L. Doggett et al., 1994; Ilyas, 1983b). 
Schaefer conceded that McNally modelling is not applicable in 
explaining the length of lunar crescent. Schaefer suggested that 
the reason of the shortening length of lunar crescent at lower 
elongation is due to the sharp reduction of integrated brightness 
towards the cusps. The reduction in brightness decreases the 
detectable contrast, thus contributing to the shortening of lunar 
crescent. Schaefer then cemented his theory that a 7.5 degree of 
elongation would be a plausible elongation limit for detectable 
lunar crescent, or Danjon limit. 

 Agreeing with Schaefer, Ilyas (1983b) conceded that the 
shortening is due to the brightness deficiency at the cusps, making 
it undetectable in human eye Click or tap here to enter text... 
However, Ilyas provided a different model to explain his theory, 
where he eliminated the 8-degree elongation data in Danjon 
measurement, and then provide a new extrapolation curve that 
has the lowest limit of 10.5 degree in elongation. He also 
supported his argument for 10.5 degrees in elongation by deriving 
the value of elongation from the lowest limit of width. He argued 
that the lowest limit of detectable width w= 0.25’ would attribute 
to elongation of 10.5 degrees using the formulation 𝑊𝑊 =
𝑎𝑎𝑠𝑠𝑜𝑜𝑛𝑛2(𝐿𝐿

2
). 

Sultan (2007) attempted to provide a different explanation for 
the shortening of lunar crescent lengthClick or tap here to enter 
text.. He argued that lunar crescent visibility is dependent on the 
surface brightness per area of the lunar crescent, instead of total 
integrated brightness. This means that the absence of lunar 
crescent data for elongation below 7.5 degrees is due to the 
surface brightness of the lunar crescent at the cusps having a low 
contrast to be visible with the naked eye. However, optical aided 
observation is a different case. Sultan argued that optical aided 
observation would be able to break the 7-degree Danjon limit as 
optical aided observation can increase the size of the lunar disk 
while maintaining its surface brightness. Sultan then proved 
theoretically that optical aided observation at 200 magnifications  
is able to observe a lunar crescent at 5-degree elongation.  

 Hasanzadeh (2012) conducted a multi-test to examine the 
Danjon limit of lunar crescent visibility. Amir conducted 
experiments which involved extrapolation of elongation against 
the length of lunar crescent, with additional parameter of 
atmospheric seeing, lunar mountain shadowing and libration. 
Amir also experimented with Sultan’s method of determining 
Danjon limit, by observing the lunar crescent at 120 
magnifications. Interestingly, all the experiments conducted by 
Hasanzadeh resulted in the limiteds elongation of 5 degrees for 
lunar crescent visibility. 

Despite the differences in explaining the reasons for lunar 
crescent length shortening, Danjon, McNally, Schaefer, Ilyas, 
Sultan and Hasanzadeh have all contributed to understanding the 
limits of lunar crescent visibility. Danjon and Schaefer were 
correct to predict the visibility limit at 7 – 7.5 degree elongation, 
as it is proven that the naked eye is capable of detecting lunar 
crescent at 7.7 degree of elongation. The argument contended by 
McNally, Sultan, and Amir,  that lunar crescent is possible to be 
sighted at elongation below 7 degrees, is warranted, with the 6.0 
degree and 3.5 degree of elongation being applicable for optical 
aided and CCD observation. The claim for 10.5 degree elongation 
for naked eye limit by Ilyas is somewhat justified with a majority 
of the lunar crescent visibility falling under the range of 9.0 to 10.5 
degree of elongation.  

 
Bruin’s Lunar Crescent Visibility Criterion 
Frans Bruin was born in 1922, in Hague, Netherlands. He was a 

professor of physics in American University of Beirut and director 
of Universität Bern Astronomical Institute observatory. He was 
one of the famous historians of astronomy and had the 
opportunity of working together with the likes of Otto 
Neugebauer and Edward Kennedy (King, 2002). In 1977, Bruin  
constructed a lunar crescent visibility criterion that pioneers in 
inclusion of astrophysical aspects of lunar crescent visibility. Bruin 
incorporates the parameter of lunar width, altitude, and azimuth 
in his criterion, which was expressed in the various values of width 
ranging from 0.5’,0.7’,1’, 2’ and 3’, with attribution of solar 
depression and arc of vision on its axis. The Bruin visibility curve s 
as portrayed in Table 3.3 below (Bruin, 1977). 
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Table 3.4. Bruin Tables of Value for Lunar Crescent Limiting 
Visibility 

Lunar Width (‘) Arc of Vision (°) 

0.5 8.45 

0.7 7.23 

1 6.55 

2 5.05 

3 4.77 
Source : Bruin (1977) 
 
The application of Bruin lunar crescent visibility criterion is 

complicated. First, the width of the observed lunar crescent needs 
to be calculated. Taking for example a lunar crescent width of 2’, 
during lunar crescent observation, at 5.5 degrees of lunar altitude, 
the lunar crescent is visible at solar depression of 4.0 degrees until 
0.8 degrees, meaning that it has a 12.8-minute window of 
opportunity. Bruin’s lunar crescent visibility criterion is not only 
able to predict the visibility of the lunar crescent, at the same time 
it is also able to estimate the time windows for successful 
observation. The Bruin lunar crescent visibility criterion is 
expressed in Equation 3.3. 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 = −0.1324039674𝑤𝑤 +  0.0009057913𝑤𝑤2  

+  −0.0000021108 𝑤𝑤3  +  11.5621745317 
3.2 
Source : Researcher’s Data 
 
In designing his criterion, Bruin has made the following 

assumption. First, he assumed that the sky brightness is uniform 
regardless of altitude and azimuth, with only solar depression as 
a single brightness variable (Koomen et al., 1952). Second, Bruin 
assumed that the brightness of the lunar crescent is uniform 
across its surface, with only the lunar crescent altitude acting as a 
presenter for atmospheric extinction. Third, Bruin assumed that 
the minimum contrast required for lunar crescent visibility is 
associated with lunar surface area. For this assumption, Bruin 
adopted the works of Siedentopf circular disk visibility threshold 
and converted it into lunar width (Bemporad, 1904). Bruin used 
the assumption in his design for lunar crescent visibility criterion, 
instead of using actual observation of lunar crescent. Bruin stated 
that his criterion has been experimented on for 10 years, and his 
assumptions are correct without requiring further refinement.  

All three of Bruin’s assumptions were in fact incorrect. First, the 
assumption that sky brightness is uniform with only solar 
depression acting as a single brightness variable is entirely wrong. 
The model developed by Kastner demonstrated that the 
brightness of sky during twilight is dependent on solar depression, 
altitude, and azimuth of the observed object (Kastner, 1976). The 
Kastner modelling warrants a high accuracy and is still relevant for 
current application (Faid et al., 2016, 2018). 

Second, the assumption that the brightness of the lunar crescent 
is singularly dependent on lunar crescent altitude is not entirely 
correct. Although lunar crescent altitude can represent 

atmospheric extinction in the simplest form, the impact of 
atmospheric extinction to lunar brightness is more complex and 
require complex variables. Schaefer has laid out the computations 
required to measure the impact of atmospheric extinction on 
lunar brightness, encompassing air mass, temperature, season, 
atmospheric layer, humidity, altitude, latitude, and wavelength. 
Thus, to simply express the impact of atmospheric extinction on 
lunar brightness in the form of lunar crescent altitude is an 
oversimplification. Third, Bruin adopted Siedentopf circular disk 
visibility threshold in his criterion by assuming its applicability for 
lunar crescent visibility threshold. Circular disk visibility and lunar 
crescent visibility threshold are heterogenous. This is because the 
surface area and the shape of lunar crescent are entirely different 
from that of circular disk. Blackwell's  model of crescent visibility 
threshold in 1946 is more suitable for Bruin lunar crescent 
visibility criterion instead of Siedentopf’s works (Blackwell,  1946). 

Fatoohi, in assessing the reliability of Bruin’s lunar crescent 
visibility criterion, discovered that Bruin has underestimated the 
capability of the human eye to detect the limiting width of lunar 
crescent (Fatoohi, 1998). There are 77 reports of lunar sightings 
with lunar crescent width of less than 0.5’ observed by the naked 
eye, with the thinnest width to be at 0.17’. This is way below the 
visibility limit of the Bruin lunar crescent width of 0.5’. Fatoohi 
further added that Bruin that miss predict 27.7% of the positive 
observation, 9.6% of negative observation. The Bruin lunar 
crescent visibility criterion, despite the incorrect assumption of 
lunar crescent visibility and its underestimation of the human eye 
detection capability, was a pioneer in designing an astrophysical 
lunar crescent visibility criterion. It created a pathway for 
Schaefer, Sultan, and Faid to create their own astrophysical lunar 
crescent visibility criterion (Bradley Schaefer, 1996a; Sultan, 
2007b; Muhamad Syazwan Faid, Nawawi et al.,  2023). 

 
Ilyas’s Lunar Crescent Visibility Criterion 
Ilyas was born in Meerut, India, in 1950. He is one of the Muslim 

pioneers in the research of lunar crescent visibility. Between 1983 
and 1994, he published at least 10 articles on lunar crescent 
visibility and Islamic calendar. Ilyas played a pivotal role in 
bringing Muslim astronomers into research of lunar crescent 
visibility and Islamic Calendar, where during his time, a majority 
of these endeavours were carried out by Islamic Scholars without 
prior scientific or astronomical knowledge. His work on lunar 
crescent visibility and Islamic Calendar sparked the interest of 
other Muslim astronomers to study and examine the reliability of 
lunar crescent visibility criterion (Mohammad Ilyas, 1986).  

Ilyas has produced various lunar crescent visibility criteria, moon 
age-latitude lunar crescent visibility criterion, lag time-latitude 
lunar crescent visibility criterion, lunar crescent altitude and sun-
moon azimuth, revision of Danjon limit, revision of Bruin lunar 
width, arc of light and arc of vision. His primary lunar crescent 
visibility criterion is altitude-azimuth criterion as portrayed in 
Table 3.4 and Equation 3.5. 
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Table 3.5. Ilyas’ Lunar Crescent Table Data 
Azimuth Difference (˚) Arc of Vision (˚) 
0 10.3 
5 9.9 
10 9.15 
15 7.9 
20 6.4 
23 5.6 

Source: Ilyas (1994) 
 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  −0.0027356815 𝐷𝐷𝐴𝐴𝐴𝐴 +  −0.0136648716 𝐷𝐷𝐴𝐴𝐴𝐴2  

+  0.0002119205 𝐷𝐷𝐴𝐴𝐴𝐴3 +  10.2832719598 
3.3 
Source: Researcher’s Data 
 
Ilyas suggested that the limiting elongation for lunar crescent 

visibility is 10.5 degrees, which is 3.5 degrees more than Danjon 
limit, while the limiting altitude for lunar crescent visibility is 10 
degrees. Ilyas derived the lunar crescent altitude values from 
Maunder lunar crescent visibility criterion where Maunder's 
limiting threshold of lunar crescent altitude at 0 degree of 
azimuth is 11.0 degrees (Maunder, 1911). The 10.5 elongation 
limit is derived from reextrapolation of Danjon graph and a 
reinterpretation of Bruin limit of lunar width. Ilyas discovered that 
if the Bruin lunar width limit is lowered to 0.25, it would 
correspond to the geocentric elongation of 10.5 degrees. Ilyas 
claimed that the drawing of his lunar crescent visibility graph is a 
combination of Bruin’s and Maunder’s lunar crescent visibility 
criterion. Ilyas further cemented that his criterion is agreeable at 
any given latitude and contains a small value of uncertainty. 

Fatoohi (1998) argued that Ilyas has suffered a fundamental flaw 
in his design of lunar crescent visibility criterion. Maunder’s and 
Bruin’s lunar crescent visibility criterion are not related to one 
another. Maunder derived his lunar crescent visibility criterion 
from 91 data of lunar crescent visibility, while Bruin designed his 
lunar crescent visibility criterion using theoretical value of sky 
brightness, lunar crescent illumination, and contrast threshold. 
Ilyas also did not make any attempt to demonstrate how the 
combination of two independent lunar crescent visibility criteria 
works. In addition, it is stipulated by Fatoohi that the Maunder 
lunar crescent visibility criterion does not work at all latitudes, 
whilst the Bruin lunar crescent visibility criterion has an extensive 
range of uncertainty. In addition, McPartlan commented that the 
Ilyas elongation limit to underestimation of human eye should be 
lowered by 0.5 degrees  to account for the number of positive 
lunar crescent observations that fall under Ilyas’ invisibility line 
(McPartlan, 1996). 

Fatoohi discovered that the Ilyas altitude-elongation criterion 
has 29.8 percent contradiction rate in predicting invisibility, and 
7.8 percent contradiction rate in predicting visibility. The Ilyas 
altitude-azimuth lunar crescent visibility criterion was unable to 
predict 28.6 percent of negative sighting, and 11.3 percent of 
positive sighting. His limiting value of elongation is also not 
dependable as the lunar crescent was found to be detectable at 
7.7 degrees in elongation. Despite the flaws in his design of lunar 

crescent visibility criterion, Ilyas has shown there to be various 
possible presentations in designing lunar crescent visibility 
criterion. Ilyas was also perhaps the most influential astronomer 
in lunar crescent visibility research among Muslims. 

 
Schaefer’s Lunar Crescent Visibility Criterion 
Bradley Schaefer was a Professor Emeritus in Louisiana State 

University. He was awarded with Nobel prize and Gruber prize for 
his team’s discovery of Dark Energy. In 1983, Schaefer embarked 
on a journey of lunar crescent visibility research. In his publication 
on lunar crescent visibility entitled, “Algorithm of Lunar Crescent 
Visibility”, he criticized the current lunar crescent visibility criteria 
to be limited to geometrical measurement, whereas visibility is a 
problem that involves atmospheric and human eye sensitivity 
(Schaefer, 1987). He proposed that the lunar crescent visibility 
criteria should be designed with consideration of physical, 
meteorological and physiological equation, the same framework 
that Bruin has designed for his lunar crescent visibility criterion. 
To achieve his goal of comprehensive lunar crescent visibility 
criterion, Bradley Schaefer launched the Moonwatch project, an 
open project for lunar crescent observation. Through the project, 
Schaefer was able to gather data of lunar crescent visibility 
through instrumentation, physiological and atmospheric 
perspective (L. Doggett et al., 1994; L. E. Doggett et al., 1988; L. 
Doggett & Schaefer, 1989). He also conducted a study on lunar 
brightness (Krisciunas & Schaefer, 1991; Schaefer, 1990), twilight 
sky brightness (Schaefer, 1987), atmospheric extinction (Schaefer, 
1986), telescopic limiting magnitude (Schaefer, 1990),  lunar 
physical observation (Schaefer, 1991), and visibility threshold 
(Schaefer, 1998) to further refine his algorithm. Schaefer tested 
his algorithm on sunspot visibility (Schaefer, 1991) and validated 
the date of Jesus crucifixion (Schaefer, 1990). In 1993, Schaefer 
produced his computation formula for his algorithm (Schaefer, 
1993), and in 2000, 12 years later, he updated the final version of 
his algorithm computation formula (Schaefer, 2000).  

Numerous researchers have tried to emulate Schaefer’s lunar 
crescent visibility algorithm. Fatoohi (1998) commented that 
Schaefer never actually published the full version of his 
formulation, despite comparatively assessing his algorithm 
against other lunar crescent visibility criteria.  Ilyas (1994, 8) 
highlighted that Schaefer’s lunar crescent visibility algorithm was 
not published to the public during his time. He also added that 
Schaefer algorithm are too complicated and not practical for long-
term prediction, particularly in application of Islamic calendar 
determination. Yallop (1998), in agreement with Fatoohi and 
Ilyas, also noted that it was difficult to replicate Schaefer’s 
calculated algorithm as the information in regards to the 
algorithm is conflicting between his papers. It is not until recently 
that a Muslim astronomer, Faid, Nawawi et al. (2023) was able to 
emulate Schaefer’s lunar crescent visibility algorithm. Faid et al., 
commented that most of the Schaefer visibility algorithms are 
available in his publication “New Method for Archeoastronomy”, 
while pieces of formula are scattered in other Schaefer 
publications. Twilight sky brightness formulation can be collected 
from the “Heliacal Sky Rise” paper (Schaefer, 1987,11), the model 
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of lunar crescent brightness can be collected from “Model of 
Moon Brightness” paper, telescopic visibility threshold can be 
collected from “Telescopic Limiting Magnitude” paper (Schaefer, 
1990) and atmospheric extinction can be collected from 
“Atmospheric Extinction effect on stellar Alignment” paper. Faid 
also highlighted that Schaefer did not provide unit for most of his 
contrast formulations, making it even more difficult and requiring 
trial and error (Faid et al., 2024). 

Due to its difficulty and unavailability, the reliability results of 
Schaefer’s lunar crescent visibility algorithm is not yet evaluated 
by any researcher. In partial assessment of Schaefer’s algorithm, 
Loewinger discovered that Schaefer miscalculated the lag time 
value of his data (Loewinger, 1995). Sultan also found that 
Schaefer has a confusing definition of lunar brightness, frequently 
interchanging the definition of integrated brightness and surface 
brightness (Sultan, 2004,11). Schaefer’s algorithm, despite its 
flaws, indicate that the approach to convert the computation of 
lunar crescent visibility into a full theoretical formulation is 
entirely plausible. 

  
Yallop’s Lunar Crescent Visibility Criterion 
In 1988, Bernard Yallop published a lunar crescent visibility 

criterion that can be categorized into ranges of visibility. Yallop 
formulated his lunar crescent visibility criterion by adapting arc of 
vision and sun-moon azimuth into q-value expression, where w is 
the topocentric lunar width. His arc of vision and sun-moon 
azimuth was not calculated at sunset, as done by his predecessor. 
According to him, this is because lunar crescent is not sighted 
during sunset, instead it is visible after the contrast between sky 
and lunar brightness can adequately be seen by observer, which 
would be during the minutes after sunset.  The value is calculated 
during this best time, which Yallop expressed in Equation (3); 

 

𝐵𝐵𝑎𝑎𝑠𝑠𝑜𝑜 𝑇𝑇𝑜𝑜𝐿𝐿𝑎𝑎 = 𝑇𝑇𝑜𝑜𝐿𝐿𝑎𝑎 𝑓𝑓𝑓𝑓 𝑠𝑠𝑠𝑠𝑛𝑛𝑠𝑠𝑎𝑎𝑜𝑜 + 4
9
𝑜𝑜𝑜𝑜𝑙𝑙𝑜𝑜𝑜𝑜𝐿𝐿𝑎𝑎         (4) 

  
Yallop categorized the values of q into ranges of lunar crescent 

visibility, which are: Easily Visible, Visible Under Perfect Condition, 
May Need Optical Aid to Find Crescent, Will Need Optical Aid to 
Find Crescent, Not Visible with a Telescope, and Not Visible. The 
categorization is as set out in Table 6. 

 
Table 6. Yallop Lunar Crescent Visibility Criterion 

Criterion Range Remarks 

(A) 𝑞𝑞 > 0.216 Easily visible, ARCL> 12 ° 

(B) 0.216 ≥ 𝑞𝑞
> −0.014 

Visible under perfect 
conditions 

(C) −0.014 ≥ 𝑞𝑞
> −0.160 

May need optical aid to 
find crescent 

(D) −0.160 ≥ 𝑞𝑞
> −0.232 

Will need optical aid to find 
crescent 

(E) −0.232 ≥ 𝑞𝑞
> −0.293 

Not visible with a 
telescope, ARCL < 8.5° 

(F) -0.293≥ 𝑞𝑞 Not visible, below Danjon 
limit, ARCL<. 8° 

Yallop based his q-formulation from Indian lunar crescent 
visibility criterion, and Neugebauer lunar crescent visibility 
criterion (Fatoohi, 1998, 124; Neugebauer, 1929, 111). Yallop’s 
categorization of visibility ranges was based on 295 records of 
lunar crescent observation compiled by Schaefer and Doggett. 
Fatoohi commented that Yallop’s categorization, particularly the 
E & F categories, were not needed as both can be counted as 
invisible sighting. Fatoohi added that the Neugebauer and Bruin 
lunar crescent visibility criterion was not dependable enough to 
function as a basis for Yallop lunar crescent visibility criterion. 
Fatoohi also argued that Yallop’s categorization was not balanced 
as he found that from 295 data of lunar crescent sighting, 166 fall 
under category A, while only 68,26,14,4 and 17 fall under 
categories B, C, D, E and F, respectively. These disparities indicate 
that more data is needed for each category to validate the ranges 
of visibility (Fatoohi, 1998).  In examining Yallop’s criterion, 
Fatoohi found that there was a high number of errors, except for 
category A. Fatoohi opined that Yallop’s criterion was highly 
unreliable as it was unable to accurately predict the lunar crescent 
visibility.  

Fatoohi also criticised Yallop’s lunar crescent visibility criterion 
for its adoption of inconsistent visibility ranges, and weak 
mathematical foundation. Despite its weakness, Yallop is known 
for popularizing the concepts of visibility ranges and best times, 
which then influences researchers like Qureshi and Sultan to 
produce their definition of visibility ranges and best times, 
respectively (Qureshi, 2010; Sultan, 2006). 

 
Fatoohi’s Lunar Crescent Visibility Criterion  
Fatoohi’s PhD  thesis was entitled “First visibility of the lunar 

crescent and other problems in historical astronomy”. In his 
thesis, Fatoohi (1998) suggested an altitude-azimuth lunar 
crescent visibility criterion as in Equation (9). The lunar crescent 
altitude located in between  𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 and  𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐿𝐿𝐿𝐿𝐿𝐿𝑈𝑈𝑈𝑈 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 
is placed at a zone of uncertainty. Fatoohi’s lunar crescent 
visibility criterion graphs can be portrayed as in Figure 2 below. 
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Figure 1. Fatoohi’s Lunar Crescent Visibility Criterion 

Source : Fatoohi, L, First visibility of the lunar crescent and other 
problems in historical astronomy, 1988, Durham University, 141 
 
Fatoohi incorporated Ilyas’ idea of zone of uncertainty into his 

design of lunar crescent visibility criterion. While Ilyas’ idea of 
zone of uncertainty refers to the geographical latitude-longitude 
where the lunar crescent cannot be accurately predicted using his 
criterion in the International Lunar Date Line (Ilyas, 1997), Fatoohi 
incorporated the zone of uncertainty directly in his formulation of 
lunar crescent visibility criterion, where the visibility of the lunar 
crescent cannot be predicted accurately. Fatoohi noted that both 
the upper limit and lower limit of his criterion only has error of 5.9 
percent in predicting negative lunar crescent sighting, and 3.6 
percent in predicting positive lunar crescent sighting. However, in 
between both limits, the accuracy of lunar crescent prediction 
falls rapidly. In his test, Fatoohi found that the zone of uncertainty 
in his criterion can accommodate 27.4 percent of negative 
sighting error, and 16.4 percent of positive sighting error. 

Fatoohi also noted that the implementation of his lunar crescent 
visibility criterion is more applicable for the determination of new 
Hijri month, where both the practice of astronomical calculation 
and lunar crescent sighting can be adopted. If the lunar crescent 
is located above the upper limit of the Fatoohi lunar crescent 
visibility criterion, then it can be confidently expected that lunar 
crescent will be sighted, and new Hijri month is commenced. If 
the lunar crescent is located below the lower limit of the Fatoohi 
lunar crescent visibility criterion, then it can be confidently 
expected that the lunar crescent will not be sighted, and the 

current Islamic month will continue until the 30th day. However, if 
the lunar crescent is located in between the upper limit and the 
lower limit, the lunar crescent needs to be sighted to confirm its 
visibility. Fatoohi noted that in his test on 300 months of Islamic 
Calendar in Mecca, Baghdad and Casablanca, there were around 
7 percent of cases where the lunar crescent was located in  the 
zone of uncertainty. 

The idea of using lunar crescent sighting for zone of uncertaintyr 
looks practical on paper and relatable to the practice of the 
Prophet. However, in real cases, as discussed in the previous 
chapter, some countries have limitations in exercising lunar 
crescent sighting to determine the new Hijri month, making the 
idea of incorporating the zone of uncertainty on lunar crescent 
visibility criterion not feasible for real time application. The 
incorporation of  zone of uncertainty also limits the usage of the 
lunar crescent visibility criterion for historic calendrical dating 
purposes, as lunar crescents located in the zone of uncertainty 
cannot be accurately calculated.  

 
Odeh’s Lunar Crescent Visibility Criterion 
Mohamad Shaukat Odeh was born in Kuwait in 1979. He is a 

member of the Arab Union for Astronomy and Space Science. He 
is renowned for founding the global lunar crescent observation 
project, called the Islamic Crescent Observation Project, since 
1998. The project has since then collected more than 2000 data 
of lunar crescent sighting worldwide. Odeh is also involved in the 
development of Accurate Time, an Islamic astronomy software 
that can function as a lunar crescent visibility calculator, Islamic 
calendar calculator, and prayer time calculator. He is one of the 
most influential lunar crescent sighting astronomers in our time.  

Odeh published a lunar crescent visibility criterion in 2005. His 
lunar crescent visibility criterion is categorized into ranges of 
visibility, similar with Yallop’s lunar crescent visibility criterion. 
Odeh’s lunar crescent visibility criterion has 4 categories of 
visibility, with values to determine the ranges of visibility as set 
out in Table 7. 

 
Table 7. Odeh’s Lunar Crescent Visibility Criterion 

Category Remarks Criteria 

Zone A 
Crescent visible 

by naked eye 
𝐴𝐴 ≥ 5.65 

Zone B 

Crescent visible 
by optical aid, and 
might be visible by 
naked eye 

2 ≤ 𝐴𝐴 < 5.65 

Zone C 
Crescent visible 

by optical aid 
−0.96 ≤ 𝐴𝐴 < 2 

Zone D 
Crescent is not 

visible by optical 
aid 

𝐴𝐴 < −0.96 

 
Odeh determine his V value using the same formula as Yallop 

used in determining his Q value. Odeh lowered his arc of vision 
threshold from 11.8371 degrees to 7.1651 degrees. Odeh lunar 
crescent visibility criterion is formulated through a compilation of 
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737 records of lunar crescent sighting. These include 294 records 
of lunar crescent sighting from Schaefer’s list, 6 records from Jim 
Stamm, 42 records from South Africa Astronomical Observatory, 
15 records from Mohsen Mirsaeed, 57 records from Alireza 
Mehrani and 323 records from ICOP. As Odeh follows Yallop’s 
lunar crescent visibility criterion, it has the same weakness as the 
Yallop criterion. Although the Odeh visibility classification is more 
practical than Yallop’s visibility classification, the number of lunar 
crescent sightings on each visibility group is not balanced with  46 
lunar crescent sightings on Group D, 117 lunar crescent sightings 
on Group C, 255 lunar crescent sroup B, and 160 lunar crescent 
sightings on Group A. Furthermore, the ratio of positive to 
negative sightings on each group was found to be lopsided, with 
Group A having a majority of negative lunar crescent sighting, and 
group D having a majority of positive sighting. The contradiction 
rate analysis of Odeh’s lunar crescent visibility criterion has not 
been examined by any scholar so far. 

 
Qureshi’s Lunar Crescent Visibility Criterion 
Mohamad Shahid Qureshi is a Pakistan-born astronomer, 

mathematician, and astrophysicist. He is a former director and 
Professor at the Institute of Space and Planetary Astrophysics, 
Karachi Universiti, Pakistan. Shahid Qureshi’s Doctoral thesis is 
entitled “Earliest Visibility of Lunar Crescent” making him an 
expert in designing lunar crescent visibility. Shahid Qureshi has 
published at least five papers concerning the visibility of lunar 
crescent in Pakistan. 

Qureshi produced his own lunar crescent visibility criterion in 
2010. Shahid Qureshi’s criterion is in a similar framework with 
Yallop’s and Odeh’s criterion, which adapt ranges of lunar 
crescent visibility. Qureshi’s ranges of visibility are categorized 
into Easily Visible, Visible Under Perfect Condition, May Require 
Optical Aid to Find Crescent, Require Optical Aid, and Not Visible 
with Optical Aid. His table for visibilities ranges is expressed ina 
Table 8. 

 
Table 8. Qureshi Lunar Crescent Visibility Criterion 

Visibility Criteria 
Easily Visible (EV) s-value > 0.15 
Visible under perfect conditions 

(VUPC) 
0.05 < s-value < 0.15 

May require optical aid to find 
crescent (MROA) 

-0.06 < s-value <  0.05 

Require optical aid (ROA) -0.16 < s-value <  -0.06 
Not visible with optical aid (I) s-value <-0.16 

 
Qureshi’s visibility ranges are based on s value. The s value takes 

the same arc of vision and width parameter used by Yallop and 
Odeh, however Qureshi changed the coefficient to fit with his 
data. Qureshi’s data were calculated using a website which 
claimed to have adapted Schaefer’s visibility logarithm. The 
website is, however, inaccessible to verify the computation. 
Qureshi highlighted that his s value is more accurate, as it 
considers the brightness of the sky, lunar crescent illumination 
and detectable contrast threshold. However he does not 

demonstrate howthe formulation of the S value is conducted. As 
Qureshi shares the same lunar crescent visibility criteria style as 
Yallop and Odeh, it does face the issue of unbalanced lunar 
crescent sighting data of each visibility group. The contradiction 
rate analysis of Qureshi lunar crescent visibility criterion has not 
been examined by any scholar so far. 

 
Caldwell’s Lunar Crescent Visibility Criterion 
John Caldwell is an astronomer who graduated from California 

Institute of Technology in 1974. In 1979, he obtained his PhD from 
Princeton University. Previously he was a research fellow on the 
South African Astronomical Observatory, Cape Town, South 
Africa. In 2012, John Caldwell published a study on lunar crescent 
visibility criterion, on the Monthly Notes of the Astronomical 
Society of South Africa Journal. To date, John Caldwell’s lunar 
crescent visibility criterion is the only published works from 
African countries on lunar crescent visibility criterion.  

Caldwell incorporated moonset-sunset lag time and arc of light 
in his lunar crescent visibility criterion. Caldwell argued that lag 
time is a better parameter to determine lunar crescent visibility, 
as it is applicable at various degrees of latitude. This is because lag 
time is correlated to the separation angle between the sun and 
the moon, in contrast to altitude, where it is highly correlated to 
the local horizon. Lag time is also best paired with elongation as 
both  do not have linear relationship to each other. Caldwell’s 
lunar crescent visibility criterion is expressed in Table 9 below 
(Caldwell, 2011). 

 
Table 9. Caldwell’s Lunar Crescent Visibility Criterion 

Criteria Expression 
A . Possible for Naked Eye 

Sighting 
𝑜𝑜𝑜𝑜𝑙𝑙 (′) >  −0.9709 𝑜𝑜𝐴𝐴𝐴𝐴𝑜𝑜

+ 44.65 
B. Possible for Optical 

Aided Sighting 
−0.9709 𝑜𝑜𝐴𝐴𝐴𝐴𝑜𝑜 + 44.65
> 𝑜𝑜𝑜𝑜𝑙𝑙 (′)
>  −1.9230 𝑜𝑜𝐴𝐴𝐴𝐴𝑜𝑜 + 43.13 

C. Not possible for 
sighting 

𝑜𝑜𝑜𝑜𝑙𝑙 (′) <  −1.4150 𝑜𝑜𝐴𝐴𝐴𝐴𝑜𝑜
+ 36.76 

 
Caldwell’s lunar crescent visibility criterion is based on 36 data 

of positive naked eye and 58 data of positive optical aided lunar 
crescent sightings from various latitude and longitude. As 
Caldwell’s lunar crescent visibility criterion is based on a small 
dataset, this makes his criterion susceptible to error. In his graph, 
Caldwell included negative lunar crescent sighting.  The details of 
negative lunar crescent sighting data are not included in this 
paper, making reassessment of his criterion to be limited. Lag 
time parameter was also heavily criticised by Ilyas (1994), and 
Fatoohi (1998) to be highly unreliable and dependent on latitude. 
The Caldwell criterion design also suffered from Yallop lunar 
crescent visibility design, due to unbalanced number of lunar 
crescent sighting reports on each visibility categorization. The 
Caldwell lunar crescent visibility criterion is, however, not yet 
assessed by any modern scholar of lunar crescent visibility 
criterion.   
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Lunar Crescent Visibility Criterion 
In 2012, Rolf Krauss published a study on lunar crescent visibility 

using Babylon data of lunar crescent sighting. A 95-page article 
written by Krauss contains arguments about data validity, 
interpretation of modern lunar crescent visibility criterion based 
on Babylon data, effect of weather on lunar crescent visibility, and 
an azimuth-altitude lunar crescent visibility criterion.  

Krauss included the seasonal factor into his criterion, citing the 
Schaefer visibility logarithm to support his inclusion. However, the 
inclusion has caused Krauss’s criterion to have large deviation 
error, up to 1.8 degrees. For calendrical purposes,  a large 
deviation error can lead to unreliable lunar crescent visibility 
criterion. The contradiction rate analysis of Krauss lunar crescent 
visibility criterion has not been examined by any scholar to date. 

 
Table 3.10. Krauss’ lunar crescent visibility criterion  

 
September to March 
Babylonian 

March to September 
Babylonian 

Atheni
an 

DAZ 
(°) 

ArcV (°) 

0 10.1 ± 1.5 10.8 ±  1.4 
10.6  ± 
1.8 

5 10.0 10.7 10.5 

10 9.4 10.1 9.95 

15 8.4 9.2 9.0 

20 7.1 7.8 7.6 

22 6.4 7.1 7.0 

Source: Krauss (2012) 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑆𝑆𝑈𝑈𝑈𝑈𝐿𝐿−𝑀𝑀𝑒𝑒𝑈𝑈𝑂𝑂ℎ  =  0.0246304381 𝐷𝐷𝐴𝐴𝐴𝐴 

+  −0.0100243996 𝐷𝐷𝐴𝐴𝐴𝐴2  
+ 0.0000590234 𝐷𝐷𝐴𝐴𝐴𝐴3 +  10.1050739464 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑀𝑀𝑒𝑒𝑈𝑈𝑂𝑂ℎ−𝑆𝑆𝑈𝑈𝑈𝑈𝐿𝐿  =  0.0115318125 𝐷𝐷𝐴𝐴𝐴𝐴 
+  −0.0075992122 𝐷𝐷𝐴𝐴𝐴𝐴2  
± 0.0000258220 𝐷𝐷𝐴𝐴𝐴𝐴3 +  10.8074774331 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐿𝐿ℎ𝑈𝑈𝑒𝑒𝐿𝐿𝑒𝑒𝑒𝑒  =  0.0291254840 𝐷𝐷𝐴𝐴𝐴𝐴 
+  −0.0098347831 𝐷𝐷𝐴𝐴𝐴𝐴2  
+ 0.0000475196 𝐷𝐷𝐴𝐴𝐴𝐴3 +  10.5981838905 

3.5 
Source: Krauss (2012) 
 
3.12  Gautschy’s Lunar Crescent Visibility Criterion 
Gautschy, in 2014, published his work on lunar crescent visibility 

criterion entitled “On the Babylonian sighting-criteria for the 
lunar crescent and its implications for Egyptian lunar data” 
(Gautschy, 2014). The article endeavours to produce a lunar 
crescent visibility criterion based on Babylon prediction and lunar 
crescent visibility records, and to utilise the produced criterion in 
establishing an absolute Egyptian chronology.  

Gautschy used Yallop’s lunar crescent visibility criterion to 
validate the Babylon records of lunar crescent sightings. Records 
that contradict Yallop lunar crescent visibility criterion were 
recalculated to ensure its accuracy. Inaccurate, or unclear records 
of lunar crescent sighting, were rejected. Gaustchy argued that 
Krauss’ judgement to design a lunar crescent visibility criterion 
based on season was not justified, as it was proven that season 
does not affect visibility of lunar crescent. Gaustchy used 
parameter of lag time and difference in azimuth, as lag time is 
insensitive to difference calculation reference, either topocentric 
or geocentric. Gaustchy also evaluated her criterion using Odeh 
lunar crescent visibility criterion and found that the results she 
obtained followed Odeh’s visibility prediction.  

Gaustchy was able to provide a fresh outlook on lunar crescent 
visibility criterion  based on Babylon’s lunar crescent visibility 
records. While Kraus adopted modern altitude-azimuth lunar 
crescent visibility criterion, Gaustchy was adamant that lag time 
parameter, which is the parameter that has been adopted since 
the Babylonian age, was just as efficient as other topocentric 
parameters. While she admitted that lag time is dependent on 
latitude, it is applicable for her research purpose, which is to 
produce an absolute Egyptian chronology specific for latitudes in 
Egypt. 

 

 
Table 3.11. Gaustchy’s lunar crescent visibility criterion 

DAZ ( °) 0 2.5 5 7.5 10 15 20 25 

Arc of Separation ( °) 8.6 8.55 8.45 8.2 7.8 6.5 5.0 3.3 

Lag time (‘) 34m 34m 34m 33m 31m 26m 20m 13m 

Source: Gautschy (2014) 
𝐴𝐴𝑜𝑜𝑜𝑜𝑜𝑜𝐿𝐿𝑎𝑎 =  0.3342328913 ∆𝐴𝐴𝐴𝐴 +  −0.0715608980 ∆𝐴𝐴𝐴𝐴2 +  0.0009924422 ∗ ∆𝐴𝐴𝐴𝐴3 +  33.8890455442 

3.6 
Source: Gautschy (2014) 
 
Alrefay’s Lunar Crescent Visibility Criterion 
Thamer Alrefay is an Assistant Professor from Space Research 

Institute, King Abdul Aziz City for Science and Technology, Riyadh, 
Saudi Arabia. He is a member of the Canadian Association for 
Physicists, and completed his PhD in University of New Brunswick, 

Canada in 2014 under the subject of space physics. Alrefay’s 
interests are Space Physics, Fireball Observation,  and Earth Bow 
Shock. 

In 2018, Alrefay and his fellow researchers at King Abdul Aziz City 
for Science and Technology published their research on the 
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earliest visibility of the lunar crescent. The research is conducted 
based on 545 observations of lunar crescent sighting in Saudi 
Arabia within a duration of 27 years. Alrefay et al. (2018) 
developed a lunar crescent visibility criterion using width and arc 
of vision parameter, in a similar fashion with Yallop, Qureshi and 
Odeh. The Alrefay lunar crescent visibility criterion is classified 
into two categories, which are naked eye and optical aided 
observation, as expressed in Equation 3.12 below. 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑁𝑁𝑒𝑒𝑁𝑁𝑈𝑈𝑁𝑁 𝐸𝐸𝐸𝐸𝑈𝑈  >  9.34−  4.51𝑤𝑤 +  3.3𝑊𝑊2 −  1.01𝑊𝑊3 
𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑂𝑂𝑈𝑈𝐿𝐿𝐿𝐿𝑂𝑂𝑒𝑒𝑂𝑂 𝐴𝐴𝐿𝐿𝑁𝑁𝑈𝑈𝑁𝑁  >  7.83−  4.35𝑤𝑤 +  3.22𝑊𝑊2 −  1.02𝑊𝑊3 

3.7 
Source : Alrefay (2018) 
 
Alrefay argued that the Yallop lunar crescent visibility criterion, 

and the Odeh lunar crescent visibility criterion, are not consistent 
with other lunar crescent visibility data calculation reference. In 
addition, Yallop and Odeh both adopt a topocentric width 
parameter, without any argument as to why topocentric 
parameters would help in determining the limiting visibility of 
lunar crescents. Alrefay argued that his lunar crescent visibility 
criterion was based on geocentric lunar crescent parameters, and 
his criterion is consistent with other lunar crescent visibility data 
calculation reference. The Alrefay lunar crescent visibility 
criterion, however, was based on Saudi Arabia data and limited to 
595 lunar crescent sightings, while the Odeh lunar crescent 
visibility criterion was based on 737 worldwide lunar crescent 
sightings. This makes Alrefay unreliable in determining the lunar 
crescent visibility outside Saudi Arabia. The contradiction rate 
analysis of Ahmad’s lunar crescent visibility criterion has not been 
examined by any scholar so far. 

 
Ahmad’s Lunar Crescent Visibility Criterion 
Nazhatulshima Ahmad is an astronomer from Malaysia, who is 

currently a Senior Lecturer in the Department of Physics, 
Universiti Malaya, Malaysia. She is highly  experienced in the 
formulation of procedures to validate lunar crescent sightings and 
developing criterion of lunar crescent visibility in Malaysia. She is 
also experienced in research fields of spectroscopy of emission 
line stars; binary stars; asteroids; observation and imaging 
techniques in optical regions; spectroscopy, photometry, and 
astrometry. She is currently a member of the International 
Astronomical Union.  

Ahmad published a lunar crescent visibility criterion in 2020. 
Ahmad et al. (2020,3) criterion is in similar framework with Yallop, 
Odeh, and Qureshi criteria, which by adapting ranges of lunar 
crescent visibility criterion. Ahmad applied a unique approach on 
parameter of lunar crescent, by using a circular regression model. 
Ahmad’s lunar crescent ranges of visibility is categorized into 
three categories, which are visible to the unaided eye, may need 
optical aid, and not visible (Ahmad et al., 2022).  

 

Table 12. Ahmad Elongation and Altitude Lunar Crescent 
Visibility Criterion 

Categ
ory 

EA-test 
value 

N Y 
Total 
% 

Interpretation 

A [0.0086, 00) 21 
5
2 

73 
(29) 

Visible to the 
unaided eye 

B 
[0.00516, 
0.0086) 

26 9 
35 
(14) 

May need optical 
aid 

C 
(-00, 
0.0052) 

12
6 

2
0 

146 
(57) 

Not visible 

 
Table 13. Ahmad Elongation and Arc of Vision Lunar Crescent 

Visibility Criterion 

Categ
ory 

EV-test 
value 

N Y 
Total 
% 

Interpretation 

A [0.0039, 00) 
5
9 

2
1 

80 
(31) 

Visible to the 
unaided eye 

B 
[-0.0022, 
0.0039) 

2
4 

1
6 

40 
(16) 

May need optical 
aid 

C 
(-00,-
0.0022) 

9
0 

4
4 

135 
(53) 

Not visible 

 
Ahmad’s lunar crescent visibility criterion was expressed into 

two parameter pairings, namely elongation with altitude and 
elongation with arc of vision. Ahmad argued that the 
development of the criteria uses only linear statistical theory, 
while in fact most of the variables in crescent moon data are 
measured in degree/radians. However, Ahmad did not 
demonstrate his lunar crescent visibility criterion capability over 
linear lunar crescent visibility. In addition, Ahmad’s lunar crescent 
visibility criterion was expressed in a form of complex 
mathematical expression, and not easily applied for Hijri 
calendrical purposes. Ahmad also did not provide any expression 
that can be used for lunar crescent visibility criterion analysis, as 
it is foundthat the expression provided in the research paper does 
not correlate to the results in Table 3.20 and Table 3.21. The 
contradiction rate analysis of Ahmad’s lunar crescent visibility 
criterion has not been examined by any scholar so far. 

 
Country Based Lunar Crescent Visibility Criterion  
A country based lunar crescent visibility criterion is a criterion 

used for the purpose of a country’s Hijri calendrical 
determination. A country-based lunar crescent visibility criterion 
is usually designed at a lower line of lunar crescent visibility, as it 
is to ensure that no lunar crescent is sighted below the criterion. 
In addition, a country-based lunar crescent visibility criterion is 
usually designed in a conditional style lunar crescent visibility 
criterion. This is in  contrast to research-based lunar crescent 
visibility criterion  such as Alrefay et al. and Gautschy, where they 
used expression style lunar crescent visibility criterion. It can be 
deduced that the conditional style lunar crescent visibility 
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criterion is simpler for Hijri calendrical calculation, while equation 
style lunar crescent visibility criterion requires more computation 
power and advanced programming technique to calculate the 
Hijri calendar, particularly computations that involve long years of 
Hijri calendar.  

 
Saudi’s Lunar Crescent Visibility Criterion 
Saudi Arabia houses the Muslim pilgrimage location, which are 

Mecca and Madinah. Muhamad was also born in Mecca, and 
Islamic expansion has Mecca and Madinah as its epicentre. This 
makes Saudi Arabia the most influential country among the 
Muslim community.  Due to this, several countries follow 
closely Saudi Arabia’s date of Hijri month. Dates of religion 
importance, such as the day of Arafah, and Eid Adha, impact 
Muslims worldwide as it relates to their religion practices. This 
makes a number of countries follow Saudi Arabia lunar crescent 
visibility criterion, such as Afghanistan, Albania, Algeria, Armenia, 
Austria, Azerbaijan, Bahrain, Belgium, Belgium, Bolivia, Bulgaria, 
Burkina Faso, Chechnya, Denmark, Finland, Georgia, Hungary, 
Iceland, Iraq (Sunnis), Italy, Japan, Kazakhstan, Kuwait, 
Kyrgyzstan, Lebanon, Mauritania, Palestine, Philippines, Qatar, 
Romania, Russia, Sudan, Sweden, Switzerland, Syria, Taiwan, 
Tajikistan, Tatarstan, Togo, Turkmenistan, U.A.E, and Uzbekistan. 

As a large number of countries follow Saudi Arabia’s lunar 
crescent visibility criterion, their early criterion is based on the 
Greenwich time zone. Saudi Arabia’s old lunar crescent visibility 
criterion is simply conditioned as: new Hijri month begins when, 
after a moon conjunction, sunset occurs before moonset. The old 
criterion did not consider altitude, age and elongation (Mostafa, 
2005). The old criterion was contested by Kordi (2003, 2), as it was 
not based on Saudi Arabian time zone, or any Saudi Arabian 
location reference point.  In 2000, a new lunar crescent visibility 
criterion for Saudi Arabia is introduced. This is in conjunction with 
the new Umm al-Qurra calendar. The criterion condition is as 
follows: 

a. The position of lunar crescent and sun is computed 
using the Holy Kaaba as reference for calculation. 

b. If a lunar crescent is set before sunset during 
conjunction, an observation is conducted a day after. 

c. If a lunar crescent is set after sunset, and its sighting is 
accepted in accordance with Islamic Jurisprudence of 
Saudi Arabia. 

Mostafa (2005) stated that the new criterion is based on the 
capability of a lunar crescent sighting by an observer, rather than 
the capability of a lunar crescent sighting based on a criterion 
parameter. He added that this reduces errors in lunar crescent 
report from 14 percent for old criterion into 0 percent for the new 
criterion. However, as the new Saudi Arabia lunar crescent 
visibility criterion is solely based on moonset after sunset, there is 
still room for error in lunar crescent reporting. The world record 
for lag time is 30 minutes for naked eye, and 20 minutes for 
optical aid observations. Should a lunar crescent be observed 
below the world record limit, then the lunar crescent is highly 
contestable and should be rejected. However, based on Saudi 
Arabia’s new lunar crescent visibility criterion, a lunar crescent 

sighting is accepted regardless of whether its lag time challenges 
the world record or not. 

  Turkey’s Lunar Crescent Visibility Criterion 
Although it does not have the same magnitude of influence as 

Saudi Arabia does over Muslim communities worldwide, Turkey 
has influence in the realm of lunar crescent visibility criterion. 
Turkey was the first to introduce a lunar crescent visibility 
criterion in 1978, earlier than Ilyas’ series of lunar crescent 
visibility criteria  (Mohd Nawawi et al., 2015). Turkey’s1978 lunar 
crescent visibility criterion is the criterion that is believed to have 
inspired Malaysia’s formation of lunar crescent visibility criterion 
in 1983. Turkey’s 1978 lunar crescent visibility criterion is the 
result of an international conference in 1978. The conference was 
attended by representatives from 20 countries, including 
Malaysia and Indonesia. The purpose of the conference was to 
coordinate the determination of the new Hijri month among 
Muslim countries. Through the conference a number of 
resolutions were produced, among them is a resolution on the 
Turkey 1978 lunar crescent visibility criterion that had been 
mutually agreed upon by the representative. The criterion that 
has been agreed upon are as follows. The new Hijri month begins 
when a lunar crescent: 

a. Has elongation parameter of more than 8 degrees; 
and 

b. Has altitude of more than 5 degrees. 
 
In 2016, Turkey proposed yet another lunar crescent visibility 

criterion. The proposal was through the Conference of Islamic 
Calendar in Istanbul, Turkey 2016M/1437H (Rodzali & Man, 
2021).  The conference representatives voted and resolved that; 

a. The entire world is to be seen as one union where the 
new Hijri month begins on the same day throughout 
the world. 

b. A new Hijri month begins when in any part of the 
earth,  theSun-Moon elongation at sunset reaches 
more than 8 degrees or more, and the altitude of the 
lunar crescent is 5 degrees above the horizon. 

This criterion, henceforth known as the Istanbul 2016 criterion, 
acts as a baseline for International Lunar Dateline. However, the 
Istanbul 2016 criterion seems to ignore a number of lunar 
crescent observation records. The world records for elongation 
are 7.7 degrees at naked eye, 6.0 degrees at optical aided, 6.8 
degrees at telescopic observation, and 3.42 degrees at CCD 
imaging.(ICOP, 2022). The world records for altitude are 4.06 
degrees at naked eye, 6.48 degrees at optical aided, 4.81 degrees 
at telescopic observation, and 4.62 degree at CCD imaging. 

In 2017, Indonesia suggested another criterion known as Jakarta 
Recommendation 2017 (Sopwan & Al-Hamidy, 2020). The 
criterion acts as a supplement for the Istanbul 2016 criterion. The 
resolution on the criterion parameter was conducted through a 
discussion during a conference known as the “International 
Seminar on Astronomical Fiqh Opportunities and Challenges 
Implementation of the Single Hijri Calendar ”, held in Jakarta on 
29 to 30 November 2017. The conference was attended by 
participants from five countries, namely Indonesia, Jordan, 
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Malaysia, Singapore, and Brunei Darussalam. This led to the 
formation of the Jakarta Recommendation 2017. The Jakarta 
Recommendation 2017 can be summarised as follows; 

a. The Sun-Moon elongation at sunset reaches more 
than or equal to 6.4 degrees, and 

b. Altitude of the lunar crescent during sunset is more 
or equal to 3 degrees above the horizon. 

The Jakarta Recommendation 2017 is more suited for Hijri 
calendar determination, as it follows the International Crescent 
Observation Project world sighting records. 

  
MABIMS’s Lunar Crescent Visibility Criterion 
Malaysia, Indonesia, Brunei and Singapore employed lunar 

crescent visibility criterion to determine their Hijri month (Azhari, 
2021). These countries independently determined their own date 
of the first day of Ramadan and Shawal, at the same time they 
collaborate in formulating lunar crescent visibility criterion to 
determine the first date of the other Hijri months (Nawawi et al., 
2015). In conjunction with the Association of Southeast Asian 
Nations (ASEAN), these four countries conjoined to form a 
governing body known as MABIMS (The Informal Meeting of 
Religious Ministries of Malaysia, Indonesia, Brunei and 
Singapore). The role of MABIMS is monitor the laws and principles 
on  lunar crescent sighting and its visibility criterion to ensure that 
there is no disagreement among the members (Wahidi et al., 
2019).  

As an intercessor for these four countries, each of them is 
portrayed by their lunar calendar governing bodies: the 
Department of Islamic Development Malaysia (JAKIM) for 
Malaysia, the Ministry of Religious Affairs, Republic of Indonesia 
(KEMENAG RI) for Indonesia, the Islamic Religious Council of 
Singapore (MUIS) for Singapore and the Brunei Islamic Religious 
Council (MUIB) for Brunei. In summary, JAKIM, KEMENAG RI, 
MUIS, and MUIB are the governing authorities who are 
responsible for determining the dates of the Hijri calendar.  

In 1995, Malaysia, Indonesia, Brunei and Singapore adopted the 
criterion for lunar crescent visibility known as as “Imkan al-
Rukyah”, which defines the beginning of the lunar months as 
“when the lunar crescent could be visible against clear skies” 
(Mamat, 2020). The concept of this criterion is the “possibility of 
visibility” which is based on the result of the visible crescent that 
has been sighted” - by using this lunar crescent visibility criterion 
(Azhari, 2012), the lunar crescent is expected to be seen when it 
fulfils one of the following conditions: 

a. During sunset, the sun-moon elongation reaches more 
or equal to 3 degrees and the altitude of the lunar 
crescent reaches more or equal to 2 degrees above the 
horizon; or, 

b. During the moonset, the moon age is more or equal to 
8 hours. 

The criterion suggests that if observation of a lunar crescent at 
a certain 29th Hijri day shows that it has altitude and elongation of 
more than 2 degrees and 3 degrees, respectively, then the next 
day is commenced as a new Hijri month. Based on the presence 
of the lunar crescent in Indonesia from the 1960s to the 1990s, 

the lunar crescent was reported to have appeared several times 
at an altitude of 2 degrees and elongation of 3 degrees. This 
criterion was then formulated based on the presence of the lunar 
crescent which was confirmed by KEMENAG RI at the time (JAKIM, 
1991).  

The lunar crescent altitude, elongation, and moon age 
parameter used in MABIMS lunar crescent visibility criterion were 
found be to conflicting with other research findings. Elongation 
criterion have been found by Schafer, Ilyas, Fatoohi and Odeh to 
be above 7 degrees for naked eye observation, and no lunar 
crescent was able to be sighted at an elongation of below 7 
degrees, except for extreme optical aided observation. The same 
goes for the moon age and lunar crescent altitude, where the 
world records are 14 hours and 4 degrees for moon age and arc 
of vision respectively, a parameter that is significantly higher than 
MABIMS 1995 criterion. This indicates that the current lunar 
crescent visibility criterion adopted by MABIMS is outdated, 
without any current scientific evidence, and is not supported 
among lunar crescent visibility researchers. 

In 2021, Malaysia, Indonesia, Brunei, and Singapore adopted a 
new criterion for lunar crescent visibility known as the Neo 
MABIMS Criteria. This criterion is the culmination of research and 
discussion among researchers, government officials, 
observatories, and universities in improving the previously flawed 
1995 lunar crescent visibility criterion. The new criterion negates 
the use of moon age parameters, since it has been proven to be 
ineffective in finding lunar crescent visibility (N. Ahmad et al., 
2020, 10; Alrefay et al., 2018,12; Anwar et al., 2016, 4; Ilyas, 1983, 
1). The new criterion is formed considering the elongation 
parameter of Odeh lunar crescent visibility criterion (Odeh, 2004, 
11), with additional MABIMS’ own altitude parameter, originating 
from Jakarta Recommendation lunar crescent visibility criterion 
(Azhari, 2021, 11). The criterion is that the sun-moon elongation 
at sunset reaches more or equal to 6.4 degrees and altitude of the 
lunar crescent during sunset is more or equal to 3 degrees above 
the horizon. 

 

4. Discussion and Conclusion 
A review was conducted to demonstrate the scientific outlook 

of a lunar crescent visibility criterion: data locality, prediction of 
strengths and weaknesses, and its long-term legacy in visibility. 
The reviews demonstrate that each lunar crescent visibility 
criterion has its own strengths, limitations and application for 
calendrical determination and successful observation. From the 
reviews, there are a number of factors that cause the 
heterogeneity of a lunar crescent visibility criterion.  

First, there is the differences of mathematical model. Caldwell 
used the lagtime parameter as the main variable in the criteria to 
show the existence of the influence of the geocentric model 
(Nawawi et al., 2012). Modern astronomers are more inclined 
towards mathematical models which are   topocentric, that is by 
using the altitude, azimuth and elongation parameters change 
according to the position of the observer on the earth's surface. 
This parameter is used by the majority of experts who study the 
criteria such as Ilyas, McNally and Fotheringham. The differences 
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in terms of the mathematical model used will impact the criterion 
construction. This is because different mathematical models will 
be used for different parameters and subsequently provide 
heterogeneity in the criterion. This demonstrates the influence of 
mathematical models on the construction of criterion. 

Next, there is the primary concept of the criterion designer. Each 
lunar crescent visibility criterion is built based on one primary 
concept that is produced by the researcher himself. This concept 
was derived based on the background of society and culture, 
which influences the researcher's thinking and motivation when 
producing the criteria. A key example of how a concept can 
influence a lunar crescent visibility criterion can be seen from 
Ilyas’s lunar crescent visibility criterion. Ilyas is an atmosphere 
astronomer from Universiti Sains Malaysia. Most of the criteria 
produced by him are much significantly higher than other criteria 
of lunar crescent visibility. Researchers such as Fatoohi and 
Schaefer found that lunar crescent located above his criterion is 
easily detected by the naked eye. The construction of a high 
visibility criteria for the moon, which can usually be seen by the 
human eye, will facilitate the production of calendars for large 
lines of longitude. The construction of criteria for countries of 
great longitude is very difficult because the rate of lunar crescent 
visibility will decrease when going east.  This demonstrates that it 
can influence the concept of the Universal Islamic Calendar to 
Ilyas lunar crescent visibility criterion. 

Another factor for lunar crescent criterion dissimilarity is the 
preference on the type of visibility. There are times when the 
lunar crescent is easily spotted by the naked eye. There are also 
times when the lunar crescent is vaguely visible and can only be 
tracked by using a telescope. This results in major complications 
in the criteria construction because each researcher has different 
visibility preference in building visibility criteria. Some have built 
criteria based on the conditions that it is easily visible to the naked 
eye, and there are also those who construct criteria based on its 
telescopic visibility. Another example of how selection on the 
range of visibility can affect the results of the lunar crescent 
visibility criterion is exemplified by Fatoohi in 1998.  This shows 
that the selection of the range of visibility of the moon, either 
easily seen with the naked eye, or can only be seen using a 
telescope affects how a crescent visibility criterion is constructed. 
An example is the difference in approach by Fotheringham and 
Maunder in the construction of their criteria. Lunar crescent 
visibility criterion expressed by Fotheringham is different from 
the criterion by Maunder, although both of them used almost the 
same data in their respective studies. This difference occurs 
because of the criterion built by Fotheringam based on naked eye 
visibility of the lunar crescent. When the parameter of the moon 
passes the conditions specified by Fotheringham, the crescent 
moon is definitely visible to the naked eye. Maunder, on the other 
hand, preferred critical limit of visibility between positive and 
negative naked eye sightings. Therefore, a lunar crescent located 
above Maunder limits is easily visible by telescope, but is not 
necessarily visible to the naked eye.  

The final factor of criteria dissimilarity is the differences in data 
used for criterion construction. The lunar crescent visibility 

criterion is built based on empirical data collected by past 
researchers.  There are researchers who have a large collection of 
lunar crescent sightings, and there are also researchers who build 
their criteria based on a limited collection of lunar crescent 
sightings. The amount of data on lunar crescent sightings and the 
distribuition of the data influences the graph and criterion of a 
lunar crescent sighting.  An excellent example can be seen in the 
results of a study conducted by Yallop, Odeh, and Qureshi. The 
criteria built by Yallop, Odeh, and Qureshi used the same concept, 
which is the construction of criteria that take into account various 
ranges of visibility, including visibility with a telescope, visibility to 
the naked eye, and visibility with binoculars. Theyalso used the 
same model, which is the topocentric model, taking into account 
the width of the crescent moon as the main parameter. However, 
the Yallop, Odeh, and Qureshi criteria are different from each 
other. This is due to the differences of reference data on lunar 
crescent sightings between Yallop, Odeh and Qureshi. Yallop has 
295 data, Odeh has 737 data, while Qureshi has 436 data. The 
differences in data reference and the distribution of the data 
makes the criteria produced by Yallop, Odeh and Qureshi differ 
from each other even though their criteria are constructed using 
the same mathematical concepts and models. 
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