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POLYMER-BASED IONIC CONDUCTORS 
A.K.Arof1a  
 

 

Abstract: Polymer electrolytes consist of polymer matrices with ion transport capabilities and can exist in either a solid or gel state. In 

both states, the incorporation of plasticizers and fillers will enhance the ionic conductivity. Gel polymer electrolytes (GPEs) exhibit ionic 

conductivity levels remarkably akin to those of liquid electrolytes, owing to the direct solvation of salts within solid polymer electrolytes. 
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1. Introduction 
 

The term “solid state ionics” (SSI) was initially used by Takehiko 

Takahashi in 1967 (Yamamoto, 2017). SSI is a multi-disciplinary 

subject that includes various aspects of science and engineering. 

SSI also covers research related to charge transfer in electrolytes 

that are in the solid and gel states.  Solid-state electrolytes 

comprise inorganic as well as polymer electrolytes.  In this article, 

discussion is restricted to polymer electrolytes.   

Polymer electrolytes are highly flexible films that conduct 

ions when acted on by an electric field.  Electrode-electrolyte 

contact is excellent and the cost is low (Liu et al., 2020). Ion 

transport is achieved by means of ion hopping and segmental 

motion. Ionic conductivity () depends on the availability of free 

ions (n) and ion mobility (µ) as in the equation  = nµe with e being 

1.6 x 10-19 C. Solid polymer electrolytes ensures high safety (Zhang 

et al., 2021). However, the ionic conductivity of solid polymer 

electrolytes is low and they exhibit high interfacial resistance with 

the electrodes.  Apart from these, the cycling performance is also 

poor (Chae & Lucht, 2023).  Gel polymer electrolytes (GPEs) 

exhibit good flexibility, processability and ensures high safety 

features (Aruchamy et al., 2023).  GPEs are used in devices.  The 

possibility that the device will encounter leakage problems is slim.  

The device will also be thermally stable (Long et al., 2022).  Poor 

safety and unstable electrochemical performance are some 

disadvantages of liquid electrolytes (Yao et al., 2019).  These 

greatly limits its further development and wider applications. 

 

 

 

2. Polymer Electrolytes 
 

For application as an electrolyte, a polymer must have polar 

groups with electron donor atoms to coordinate with cation of the 

salt.  Ion conduction in polymer electrolytes was initially 

demonstrated using dye-sensitized solar cells (DSSCs) (Hagfeldt, 

Boschloo, Sun, Kloo, & Pettersson, 2010). In a DSSC, the electrons 

that make up the current are returned to the dye material by way 

of the reduction-oxidation (redox) reactions that occur in the 

electrolyte.  The electrolyte electrically connects the positive and 

negative terminals of the solar cell. 

There are many polymers used in polymer electrolyte 

research.  These include chitosan (Arof et al., 2001; Khiar, Puteh, 

& Arof, 2006; Morni & Arof, 1999), poly (ethylene oxide) 

(Quartarone, Mustarelli, & Magistris, 1998; Yan et al., 2023), poly 

(vinylidene fluoride) (Zhou et al., 2023), poly (vinyl alcohol) 

(Moorthy, Sivasubramanian, Kannaiyan, & Deivanayagam, 2023), 

poly (methyl methacrylate) (S Ramesh & Arof, 2021; Uktamaliyev 

et al., 2023), poly (vinyl pyrrolidone) (Sangwan, Mathela, Dhapola, 

Singh, & Tomar, 2022), poly (caprolactone) (Li et al., 2022) and 

poly (vinyl chloride) (Subramaniam Ramesh & Arof, 2000). In all 

these polymers there are atoms with unused electrons. These 

electrons are not shared with other atoms from the same 

molecule. In chitosan and poly (vinyl pyrolidone), the oxygen and 

nitrogen atoms have unused electrons. In poly (ethylene oxide) or 

PEO, poly (methyl methacrylate) or PMMA, poly (caprolactone) 

and poly (vinyl alcohol) or PVA, the oxygen atoms are the sites 

that contain the unused or what is also known as “lone pair” 

electrons. In poly (vinylidene fluoride), the unused electrons are 

at the fluorine atoms and in poly (vinyl chloride) at the chlorine 

atoms.  Cations from the added salt can form “loose” bonds with 

atoms that contain these lone pair electrons.  In the presence of 

an electric field, these ions will be transported to the appropriate 

terminal.  Thus ion conduction occurs.  

 

2.1  Types of Polymer Electrolyte 

Polymer electrolytes can be divided into four groups: (i) solid, 

(ii) gel, (iii) plasticized and (iv) composite polymer electrolytes. 

 

2.1.1  Solid Polymer Electrolytes (SPEs) Or Polymer-Salt 

Complexes  
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A polymer-salt complex or SPE is a solvent-free salt solution in a 

polymer host.  An example of a solid polymer electrolyte (SPE) 

is 65 wt.% chitosan–35 wt.% adipic acid. Room temperature 

conductivity of the SPE was only 1.4 x 10-7 S m−1 (Idris, Aziz, 

Zambri, Zakaria, & Isa, 2009).  The conductivity was attributed 

to protons from the acid.  The protons hop from one nitrogen to 

the next or via the oxygen atoms in the hydroxyl groups in the 

polymer.  As another example, consider the solid electrolyte 69 

mol% PEO-23 mol% PVC-8 mol% LiBF4  (Rajendran, Babu, & Usha 

Rani, 2011) that contains two types of polymers.  The room 

temperature ion conductivity was 7.9 x 10-4 S m-1. The Li+ ion is 

transported between the electrodes via hopping along the 

oxygen atoms in PEO and along the chlorine atoms in PVC. The 

availability of more active sites for ion hopping is probably the 

reason conductivity is able to reach the order 10-4 S m-1. 

2.1.2 Gel polymer electrolyte 

Gel polymer electrolyte (GPE) was first proposed by Feullade and 

Perche in 1975 (Feuillade & Perche, 1975).  The physical phase of 

a GPE is between that of solid and liquid electrolytes.  Thus, the 

ionic conductivity of GPEs is higher than that of solid electrolytes. 

As stated above, GPEs are safe as leakage is less likely to occur in 

devices employing GPEs.  It has been demonstrated that a GPE 

containing LiPF6 salt exhibited a conductivity of 0.888 S m-1 at 25 
oC (Wang, Qiu, Peng, Li, & Zhai, 2017).  

2.1.3 Plasticized polymer electrolyte  

Plasticized polymer electrolyte is a mixture containing at least a 

polymer, a salt and a material that when added in the suitable 

amount can increase ionic conductivity.  The added material that 

helped to increase ionic conductivity of the polymer-salt 

electrolyte is known as plasticizer.  The plasticizer enhances ion 

conduction in the polymer electrolyte by weakening the 

interactions within and among the polymer molecules that 

compete with ion-polymer interactions. Some examples of 

plasticizers are listed in Table 1. 

 

Table 1. Listed of common plasticizers used as additive in 

polymer electrolyte 

Plasticizer Molecule Structure Molecular 

Weight  

(g mol-1) 

Ethylene 
carbonate 

 

(CH2O)2CO 

88.1 

Propylene 
carbonate 

 

C4H6O3 

102.1 

Polyethylene 
glycol 

 

C2H6O2 

62.07 

Dimethyl 
formamide 

 

(CH3)2NC(O)H 

73.09 

γ-butyrolactone 

 

C4H5BrO2 

164.99 

Dimethyl sulfoxide 

 

(CH3)2SO 

78.13 

Sulfolane 

 

C4H8O2S 

120.17 

Dimethyl 
phthalate 

 

C10H10O4 

194.18 

 

The oxygen atoms in ethylene carbonate (EC) contain unused 

electrons just as in the atoms with unused electrons in the 

polymers for preparing the electrolytes. It is to be noted that 

plasticizers do not bond covalently with the polymer chain. With 

the addition of plasticizer such as EC, the cation of the salt has 

more transit sites to move or hop along the electrolyte. The 

energy required by the cations, i.e. the activation energy to hop 

along the electrolyte in the absence of EC is more than the 

activation energy of the cations in electrolytes containing 

plasticizers (Banitaba, Semnani, Heydari-Soureshjani, Rezaei, & 

Ensafi, 2020).  Activation energy is the minimum energy required 

by the cations to hop from one site to another in an electrolyte.  

The activation energy can be obtained from the gradient of the 

ln(T) versus 1000/T, which is known as the Arrhenius plot.  Here 

T is absolute temperature.  In the Arrhenius plot for the GPE with 

tetrabutyl ammonium iodide (TBAI) salt,  the lowest activation 

energy is ~13 kJ mol-1 (Chowdhury et al., 2020). This was the 

highest conducting sample.  
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Since plasticizers can weaken the forces within and between 

the polymer chains, they make the polymer electrolyte films less 

rigid, more amorphous and more salt can be dissociated in the 

electrolytes.  The glass transition temperature is also reduced 

(Storck, Dotter, Brockhagen, & Grothe, 2020). With increase in 

salt dissociation, more free ions will be available. The presence of 

more free ions will increase ion conductivity.  Although plasticizer 

addition can increase ion conductivity, it also lowers the 

mechanical strength of the electrolyte.  

 

Polymer electrolytes utilizing plasticized polyacrylonitrile 

(PAN) have demonstrated impressive ion conductivity levels 

exceeding 10−3 S cm−1 at a temperature of 30 °C (Singh et al., 

2020). In this study, the researchers employed propylene 

carbonate (PC) as the plasticizing agent, resulting in a notable 

ionic conductivity of 0.328 S cm−1 for PAN-Mg(ClO4)2-PC. 

 

2.1.4 Composite polymer electrolytes (CPEs) 

CPEs contain inorganic fillers, which are typically ceramic 

materials.  Examples of these inorganic fillers are Al2O3 (Kotobuki, 

2020), BaTiO3 (Sadiq, Arya, Ali, Singh, & Sharma, 2020), CeO2 

(Augustine, Zahid, Hasan, Dalvi, & Jacob, 2020), ZrO2 (Xiao, Song, 

Huang, Yang, & Qiao, 2020), TiO2 (Ruiz Gómez, Mina Hernández, 

& Diosa Astaiza, 2020), SiO2 (Lyu, He, & Liu, 2020), ZnO (Chan et 

al., 2018), carbon nanotubes (Alateyah, 2019) and boehmite 

(AlOOH) nanoparticles (Meera & Ramesan, 2022).  They have high 

dielectric constants that can enhance ion conductivity by 

preventing the formation of ion-pairs and ion-triplets in the 

electrolyte. Boehmite is a crystalline mineral that contains Al2O3 

and Al(OH)3.  Boehmite is found in bauxite.  The addition of 

inorganic filler is effective in increasing the amorphousness and 

segmental motion of a polymer electrolyte and improves mobility 

of the Li+ cation (Lyu et al., 2020) and hence cationic conductivity.  

The increase in amorphousness creates the formation of more 

ionic conductivity pathways in the polymer matrix.  Tg of the 

polymer phase also decreased (Fu, Li, Zhou, & Guo, 2022). The 

addition of fillers only lead to conductivity enhancement up to a 

maximum concentration. Beyond the maximum filler 

concentration, the conductivity shows a decrease.  

In all the electrolytes described above, the conductivity is 

observed to decrease after a maximum value is attained at a 

particular salt, plasticizer or filler concentration.  When the 

quantity of these materials is increased, there will be more charge 

carrying ions and the conductivity is observed to increase. If the 

number of ions has increased above a certain concentration, 

conductivity decreased.  This is because, above a certain 

concentration of these materials, the ions will be closer 

together and begin to interact with each other leading to 

recombination. Thus, although more salt, plasticizer or filler is 

added, there will be less free ion concentration, and this led to 

the decrease in ionic conductivity. 

  

3. Conclusion 

 

In this article we have shown how the conductivity of a 

polymer electrolyte can be maximized.  Conductivity can be 

increased by adding the right amount of salt concentration, 

using more than one polymer, gelling the electrolyte and 

adding plasticizers and fillers.   
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A COMPUTATIONAL DENSITY FUNCTIONAL THEORY INVESTIGATION OF THE 
INTERACTION OF BORON NITRIDE NANOSHEETS WITH MULTIPLE MOLECULAR 
HYDROGENS 
Pek-Lan Toh1a*, Syed Amir Abbas Shah Naqvi2a, Suh-Miin Wang3a, Yao-Cong Lim4a, Lee-Sin Ang5b and Lan-Ching6c  
 

 

Abstract: In this study, the adsorption of molecular hydrogens (H2) on boron nitride (BN) frameworks was investigated using the density 

functional theory (DFT) technique. The results of optimized geometric structures revealed that molecular hydrogens were favourably 

adsorbed on top of nitrogen atoms in the BN monolayers. In addition, the optimized equilibrium geometries were utilized to calculate 

the electronic structures, including binding energies, energies of the highest and lowest occupied molecular orbitals (HOMO and 

LUMO), molecular electrostatic potentials (MEPs), and Mulliken atomic charges (MACs). The binding energy values were calculated to 

be approximately 0.01 eV per molecular hydrogen based on the results. As the number of molecular hydrogens increased in the BN 

framework, a slight increase was observed in the binding energy value per hydrogen molecule. Furthermore, the HOMO–LUMO gaps 

were determined with the corresponding energy values of about 6 eV. Regarding the Frontier molecular orbitals (FMOs) diagrams, the 

electron densities for the HOMOs of the studied systems were primarily focused on the N-edges. Conversely, for the LUMO, the 

electron density distribution was localized in the B-edges of titled systems. In the context of hydrogen adsorption on BN nanosheets, the 

MEP maps indicated that hydrogen atoms at the N-edges of the studied systems exhibited the most positive electrostatic potentials in 

this research. In contrast, surfaces with negative electrostatic potential surfaces were situated in the region close to B-edges. The 

computed results are consistent with the corresponding Mulliken atomic charge distributions. From the analyses of the Mulliken 

scheme, all nitrogen atoms displayed negative charge values, and positive charges were found on the boron atoms. The DFT results 

obtained in this report may serve as the foundation for developing hydrogen storage materials.. 

 

Keywords: Density functional theory, boron nitride frameworks, hydrogen molecules, electronic structures 
 

 
1. Introduction 
 

Boron nitride (BN) is an inorganic compound composed of 

equal numbers of nitrogen (N) and boron (B) atoms (Mukasyan, 

2017). According to literature studies, BN finds significant use in 

electronic and optoelectronic devices (Izyumskaya et al., 2017; 

Gonzalez–Ortiz, 2020). For instance, Izyumskaya et al. (2017) 

summarized an overview of the structural and physical properties 

of various polymorphs of BNs. Four crystal phase forms of BN exist 

cubic, hexagonal, wurtzite, and rhombohedral. Among these, 

hexagonal boron nitride (h-BN) stands out due to its wide 

bandgap energy, rendering it increasingly attractive for electronic 

and optoelectronic applications. Recent years have witnessed a 

growing interest in exploring the applications of BNs due to their 

unique chemical and physical structures, including excellent 

thermal shock resistance, low toxicity, favourable dielectric 

properties, high hydrogen storage capacity, and more 

(Izyumskaya et al., 2017; Gonzalez–Ortiz, 2020). In 2020, 

Gonzalez–Ortiz et al. discussed ongoing advancements in optimal 

synthesis methods and applications of BN-based materials. Their 

work presented four synthesis methods of BN-based 

nanostructured materials: in situ intercalative polymerization, 

melt-intercalation, solvent mixing, and template synthesis.  

Numerous experimental studies have been conducted on BN 

nanomaterials (Kannan et al., 2013; Ansaloni & Sousa, 2013). For 

example, Kannan et al. (2013) employed a novel combustion 

synthesis method, glycine-nitrate, to synthesize h-BN crystals. For 

this purpose, they utilized Fourier transform infrared (FT-IR) 

spectroscopy and X-ray powder diffraction (XRD) to identify and 

characterize the h-BN compounds. Their experimental findings 

revealed the successful production of pure h-BN, which holds 

promise for high–temperature applications. Similarly, Ansaloni 

and Sousa, in the same year, synthesized and characterized the h-

BN nanostructured sample. Their findings indicated that h-BN 

nanomaterial could be obtained through high–temperature 

treatment at 1600 °C. Notably, h-Bn nanostructures exhibit 
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potential for future applications in the cosmetic industry, 

particularly in sunscreen products.  

Among other initial studies, density functional theory (DFT) is 

one of the most widely used computational methods in recent 

years. Numerous DFT studies have been conducted to explore the 

electronic structures of BN systems (Roohi et al., 2010; Esrafili & 

Behzadi, 2012; Seyed–Talebi & Neek–Amal, 2014; Denis & 

Iribarne, 2019; Shuaibu et al., 2019; Toh & Wang, 2019). For 

example, Roohi et al. (2010) reported on the geometric structures 

and electronic properties of CH3CO molecules absorbed on the 

various surface sites of boron nitride nanotubes (BNNTs) at 

B3LYP/6–31G* level of theory. The DFT calculations indicated a 

preference for CH3CO molecules to absorb perpendicularly on the 

outer surfaces of BNNTs. In 2012, Esrafili and Behzadi presented 

the structural and electronic properties of carbon-doped BNNT 

using DFT/B3LYP/6–31G* level of calculation. In the context of 

carbon–doped BNNT, the obtained HOMO–LUMO energies were 

smaller than those of pure BNNT framework. Similarly, in 2014, 

Seyed-Talebi and Neek-Amal studied the absorption of methane 

molecules on the surfaces of BN and graphene sheets using 

B3LYP/6–31G* calculation. Computational results suggested a 

higher likelihood for methane molecules to absorb onto the 

surface of the BN monolayer than graphene. Similar findings were 

reported by Denis and Iribarne (2019). They investigated the 

adsorption of aryl, benzynes, ethyne, ethane, and azomethine on 

the surfaces of graphene and BN nanosheets using DFT/M06–

L/6–31G* level of theory. The results for binding energy (BE) 

revealed a greater propensity for aryl, benzynes, ethyne, ethane, 

and azomethine molecules to absorb onto the BN system's 

surface rather than that of graphene. In the same year, Shuaibu 

et al. reported the elastic properties and electronic structures of 

h-BN monolayers through computational DFT investigations 

implemented in the Quantum-ESPRESSO program package. The 

computed findings identified a narrow band from the band 

structure calculations for the single layer of h-BN.  

Furthermore, all elastic modulus constants, including shear 

strength and Young's modulus, strongly concur with the existing 

literature data. In 2019, Toh and Wang conducted computational 

studies on the structural and electronic structures of the h-BN 

nanosheet using the DFT technique, which was implemented 

within the Gaussian 09 software suite. They observed that the 

computed HOMO-LUMO energy gaps are about 6.0 eV - 7.7 eV, 

using B3LYP functional and four different basis sets. These energy 

values of HOMO-LUMO gaps were in excellent agreement with 

available experimental and computational data from prior studies 

(Oku, 2015; Lale et al., 2018; Chettri et al., 2021). In addition, 

Shah-Naqvi et al. (2022) also studied the structural and electronic 

properties of h-BN monolayers doped with or without group IV 

elements, i.e., carbon (C), silicon (Si), and germanium (Ge) atoms. 

The DFT results presented that the germanium-substituted BN 

system has the highest stability among all consideration BN 

frameworks.  

In recent years, the literature on hydrogen storage materials 

has significantly increased in experimental and computational 

studies. This surge in research is attributed to hydrogen being a 

clean and renewable energy source. For example, using the DFT 

technique, Chettri et al. (2021) investigated the hydrogen storage 

capacity of monolayer h-BN nanosheets. The computed results 

indicated that the maximum hydrogen gravimetric density 

obtained in the studied h-BN nanosheet is about 6.7%, slightly 

higher than the Department of Energy (DOE) hydrogen storage 

targets of 6.0%. Therefore, numerous researchers have been 

interested in hydrogen as an energy source due to the growing 

role of hydrogen energy storage systems in future energy 

solutions, especially in transport, industry, cosmetics, and other 

sectors. From a literature survey, numerous studies have 

examined the technical and economic aspects of hydrogen energy 

systems (Oku, 2015; Lale et al., 2018). In 2015, Oku synthesized 

BN nanotubes, nano capsules, and nanocages and analysed their 

hydrogen storage capacity using thermogravimetric analysis 

(TGA). The experiment revealed that the BN nanostructures could 

only store hydrogen up to about 3 wt %.  

Furthermore, semi-empirical molecular orbital calculations 

were conducted on the BN nanomaterials, yielding computed 

results that reported a hydrogen gravimetric capacity of 

approximately 6.5 wt%, in agreement with the DOE's target value. 

Lale et al. (2018) summarized BN nanostructures' potential for 

molecular hydrogen storage using the DFT technique, finding that 

among BN structures, the oxygen-doped BN nanosheet exhibits 

excellent material properties, providing the highest hydrogen 

storage capacity (about 5.8 wt%) in the literature survey. In 2021, 

Shah–Naqvi et al. reported a computational DFT investigation of 

two molecular hydrogen molecules adsorbed on the surfaces of 

BN nanostructures doped with or without group IV elements. The 

calculated binding energies of all the studied structures in the 

work were approximately 0.01 eV – 0.05 eV per molecular 

hydrogen. Motivated by the recent experimental and theoretical 

progress, conducting a computational DFT investigation into the 

adsorption of varying numbers of molecular hydrogens (H2) onto 

boron nitride (BN) nanosheets is of great interest in this study. 
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2. Computational Methodology 
 

Figure 1. Top and side views for the adsorption of molecular 

hydrogens on the surfaces of BN monolayers. 

 

All first principle DFT–based calculations were conducted 

using the Gaussian 09 software program (Frisch et al., 2016). 

Initially, the BN nanomaterial was selected for the study. Due to 

the absence of periodic boundary conditions in the DFT 

calculations, hydrogen (H) atoms were added to saturate the 

dangling bonds of B and N atoms in the BN structure (Zheng et al., 

2011). Consequently, the cluster model of boron nitride B35N35H22 

was chosen as the local environment for this study. The molecular 

hydrogens (H2) were also introduced to the surfaces of BN 

nanosheets. There are two H2 adsorption configuration models 

employed in this study. Model 1 allows hydrogen molecules to 

adsorb solely on the BN sheets' top surfaces (one side). 

Conversely, model 2 assumes that the adsorption of molecular 

hydrogens on both surfaces (i.e., top and bottom sides) of BN 

monolayers. For both models (i.e., models 1 and 2), the H2 

molecules were sequentially added until the respective BN 

models reached their maximum H2 capacity. Due to issues with 

self–consistent field convergence (SCF) in this work, geometry 

optimization calculations were employed to determine the 

precise locations of H2 molecules adsorption on the BN 

nanostructures at the DFT/B3LYP/6–31G level of theory.  

Figure 1 illustrates three numbers of H2 molecules (designated as 

1, 11, and 12 in model 1) being adsorbed onto the top surfaces of 

BN frameworks. Additionally, three sets of molecular hydrogens 

(numbered 2, 22, and 24 in model 2) were placed on BN 

nanostructures' top and bottom surfaces. Single–point 

calculations were performed at the B3LYP/6–31G* level of theory 

to achieve more accurate energy levels. The equilibrium 

geometric structures resulting from the adsorption of H2 

molecules onto the studied BN systems were subsequently 

utilized to determine binding energies and various other 

electronic properties, including Frontier molecular orbitals 

(FMOs), molecular electrostatic potentials (MEPs), and others. 

 

3. Results and Discussions 
In this study, the DFT technique is utilized to investigate 

the adsorption of hydrogen molecules on BN surfaces. Analysing 

the equilibrium structures of H2 molecules adsorbed onto BN, as 

depicted in Figure 1, the computational results reveal optimized 

B–N bond lengths ranging from approximately 1.42 Å – 1.46 Å. 

These bond distances of BN closely align with experimental and 

previous theoretical findings (Anota et al., 2013; Thomas et al., 

2020). Moreover, the results of the DFT calculations demonstrate 

a preference for hydrogen molecule adsorption on top of the 

nitrogen atoms. The molecular hydrogens are adsorbed to the 

surfaces of BN structures, with corresponding equilibrium 

distance ranging from 3.23 Å to 3.26 Å. The calculated H–H bond 

distances for hydrogen molecules in this study average around 

0.74 Å.  

Table 1 presents the binding energies of six numbers of 

H2 (i.e., 1, 2, 11, 12, 22, and 24) adsorbed onto the surfaces of BN 

monolayers, yielding values around about 0.01 eV. In addition, 

the DFT results reveal that the computed binding energies of BN 

frameworks are found depending on the quantity of adsorbed 

molecular hydrogen. In model 1, the binding energies follow this 

sequence: B35N35H22∙H2 > BN35H22∙(H2)11 > BN35H22∙(H2)12 . 

Similarly, in model 2, the order is as follows: B35N35H22∙(H2)2 > 

B35N35H22∙(H2)22 > B35N35H22∙(H2)24. Nevertheless, the computed 

binding energy values remain notably lower than the literature 

data (Chettri et al., 2021). 
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the top surfaces of 

BN frameworks only) 
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both top and 
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Table 1. Optimized hydrogen binding, BSSE, and Frontier molecular orbital energies (in eV) of BN nanostructures with the six numbers of 

molecular hydrogens. 

Numbers of hydrogen 

molecules 

Model 1 Model 2 

B35N35H22∙H2 B35N35H22∙(H2)11 B35N35H22∙(H2)12 B35N35H22∙(H2)2 B35N35H22∙(H2)22 B35N35H22∙(H2)24 

Binding energy 0.0085 0.0077 0.0074 0.0085 0.0078 0.0074 

BSSE 0.0135 0.1759 0.2011 0.0269 0.3476 0.3962 

HOMO –6.3147 –6.3544 –6.3781 –6.3158 –6.3917 –6.4325 

LUMO –0.3146 –0.3491 –0.3475 –0.3154 –0.3826 –0.3793 

HOMO–LUMO energy 6.0001 6.0053 6.0306 6.0004 6.0091 6.0532 

In Table 1, the HOMO–LUMO energies are determined to 

range between 6.00 eV – 6.05 eV. In the case of model 1, the 

HOMO–LUMO energy values exhibit an increase in the order as 

follows: B35N35H22∙H2 < B35N35H22∙(H2)11 < B35N35H22∙(H2)12. A 

similar pattern is observed in model 2, where the energy gap of 

HOMO–LUMO follows this progression: B35N35H22∙(H2)2 < 

B35N35H22∙(H2)22 < B35N35H22∙(H2)24. Overall, as the number of 

molecular hydrogens in the investigated BN systems increases, 

there is a minimal alteration in the HOMO–LUMO energy values. 

The minimal alteration is attributed to the relatively modest 

interaction between the 1s–orbital of H and 2pz–orbitals of B and 

N atoms within the studied systems (Thomas et al., 2020).  

Figure 2. The diagrams of HOMO molecular orbitals for the 

various numbers of H2 molecules absorbed on the surfaces of BN 

models. 

Top view 

Side view 

Model 1 

(Adsorption of H2 on 

the top surfaces of 

BN frameworks only) 

Model 2 

(Adsorption of H2 on 

both top and 

bottom surfaces of 

BN frameworks) 
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Figure 3. The molecular orbital diagrams of LUMOs for the 

adsorption of H2 molecules on the surfaces of BN monolayers. 

 

Thus, these HOMO–LUMO gap values closely resemble 

the bandgap obtained from previous literature studies (Toh & 

Wang, 2019; Chettri et al., 2021). To understand the adsorption 

interaction between molecular hydrogens and BN frameworks, 

the surface diagrams of the Frontier molecular orbitals of H2 

molecules adsorbed onto BN nanostructures are depicted in 

Figures 2 and 3. Our findings indicate that the distributions of 

Frontier molecular orbitals exhibit nearly identical patterns across 

all examined BN models (i.e., B35N35H22∙H2, B35N35H22∙(H2)2, 

B35N35H22∙(H2)11, B35N35H22∙(H2)12, B35N35H22∙(H2)22, and 

B35N35H22∙(H2)24). The electron densities of HOMO orbitals, as 

shown in Figure 2, are localized in the N–edges of the studied BN 

systems. Conversely, for the LUMO orbitals illustrated in Figure 3, 

the electron density distribution predominantly centers around 

the B-edges. The HOMO predominantly exhibits p–character, 

originating from the pz–orbitals of nitrogen atoms, while the 

LUMO primarily comprises pz–orbitals from boron atoms at the 

edges. The results align with the findings presented by Javan et al. 

(2017). However, our findings explicitly indicate that an increase 

in the number of molecular hydrogens results in a minor but 

significant interaction between the 1s–orbital of H and 2pz–

orbitals of B and N atoms within the studied BN systems (Anota 

et al., 2013). 

Based on the Mulliken population analysis (MPA) shown 

in Figure 4, it is evident that the calculated results distribute 

negative charges (ranging from -0.626 a.u. and -0.434 a.u.) onto 

the nitrogen atoms within the BN frameworks. In contrast, the 

boron atoms exhibit notable high positive charges (falling within 

the range of +0.282 a.u. to +0.500 a.u.). In addition, the Mulliken 

scheme attributes both the positive and negative charge values to 

the hydrogen atoms, which depends on their localized bonding 

environment within the studied frameworks. Notably, the 

hydrogen atoms positioned at N-edges carry stronger positive 

charges (approximately +0.3 a.u.) than those at B-edges, which 

hold negative charges  (approximately –0.05). It is also important 

to mention that neutral hydrogen molecules are obtained in this 

study. The distributions of MEPs for BN nanosheets hosting 

multiple hydrogen molecules are illustrated in Figure 5 to clarify 

the rationale behind this improvement. The MEP diagrams exhibit 

nearly identical map surfaces. This similarity stems from the 

minimal charge transfer from the BN framework to molecular 

hydrogens. 

Additionally, the computed results indicate that the most 

positive electrostatic resides near nitrogen atoms, while the 

negative electrostatic potential is localized near B–edges. These 

computed findings align with the literature study conducted by 

Esrafili and Behzadi (2013). With these observations, the results 

obtained in this study hold great promise in guiding future 

investigations into single–wall or multi-wall boron nitride 

nanotube (BNNT) systems. 
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Figure 4. The distributions of Mulliken atomic charges for the 

various numbers of molecular hydrogens adsorbed on the 

surfaces of BN sheets. 
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Figure 5. Computed molecular electrostatic potential surface 

plots for the adsorption of molecular hydrogens on the surfaces 

of BN nanostructures. 
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4. Conclusion 

This study reports the investigation of BN monolayers as 

potential H2 molecular storage through DFT calculations. The 

molecular hydrogens exhibited favourable adsorption on the top 

of nitrogen atoms in BN nanosheets. The study performed DFT 

calculations to comprehend the binding energies and electronic 

structures of the BN models. The findings indicated that the 

computed binding energies obtained are approximately 0.01 eV 

per H2 molecule. Moreover, the calculated results demonstrate 

that, for models 1 and 2, the binding energy increases 

proportionally with the number of molecular hydrogens adsorbed 

on the BN model's surface. A similar trend is evident in the case 

of the HOMO-LUMO energy value. The DFT results indicate that 

increasing the number of molecular hydrogens adsorbed onto the 

BN framework's surface significantly enhances the HOMO-LUMO 

gap value, which is approximately 6.0 eV for this study. Surface 

plots of HOMO and LUMO energies depict the calculated electron 

densities predominantly concentrated on the N- and B-edges, 

respectively.  

In addition, this study explores the chemical reactivity of the 

investigated system investigated in this work. Positive and 

negative electrostatic potentials were identified within the 

systems. Notably, the most positive region was localized at the N-

edge of the studied system, while the hydrogen atoms situated at 

the B-edge exhibited negative electrostatic potential. The 

distribution of Mulliken atomic charges illustrates positive 

charges for boron atoms in the BN models and negative charges 

for nitrogen atoms. Although the current models fall short of 

adsorbing molecular hydrogens effectively, the researchers 

believe that the computational findings lay the groundwork for 

future development of hydrogen storage materials in the future. 

Furthermore, it is suggested that Group IV-doped BN can be 

considered promising research for hydrogen storage study in 

future investigations.  
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NUMERICAL SIMULATION OF ENHANCED OPTICAL FREE SPECTRAL RANGE THROUGH 
INTEGRATED FANO-MICRORING CONFIGURATION 
Mohammad Amirul Hairol Aman1a,b, Ahmad Fakhrurrazi Ahmad Noorden2a,b*, Faris Azim Ahmad Fajri3a,b, Muhammad Zamzuri 
Abdul Kadir4a,b, Wan Hazman Danial5c, Suzairi Daud6d  
 

 

Abstract: A numerical analysis of the integrated Fano-microring (IFM) racetrack resonator spectrum was performed to investigate the 

enhancement of the optical system’s free spectral range (FSR). The FSR is an important optical property which can contribute to the 

high sensitivity of optical devices. The IFM refers to the combination of Fano resonance produced in the output spectrum through the 

interaction of Fabry–Perot resonance and circulation resonance. This work focuses on the study of inducing Fano resonance in the 

microring resonator to optimize the FSR of the system. The results show that the integration of two resonances can produce a Vernier 

output spectrum, which significantly enhanced the FSR of the system without any need for additional ring waveguides. This work also 

compared the IFM resonance with the conventional microring resonance. In this simulation, the optimized FSR obtained by the IFM 

configuration was 266.55 nm, which is five times higher than the conventional microring configuration. 
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1. Introduction 
 

Optical microring resonators have been applied in various 

devices and fields, such as sensor technology, including pressure 

sensors (Seyfari et al., 2020), thermal sensors (Zhu & Lou, 2020), 

gas sensors (Koushik & Malathi, 2020), and chemical sensors 

(Bavili et al., 2020). Microring has also been applied as a 

modulator (Moradi et al., 2021) and an optical switch (Bharti & 

Rakshit, 2021; Singh et al., 2021) due to its compact size (Biswas 

et al., 2021), high compatibility (Bogaerts et al., 2012), low cost 

(Kim et al., 2013), and utilization of evanescence field that makes 

it immune towards electromagnetic disturbances (Bogaerts et al., 

2012). Consequently, performance is essential in the 

advancement of this technology.  

Limit of detection (LOD) is one of the indicators to evaluate 

the performance of microring configuration in sensing 

application. LOD can be described as the minimum detectable 

change (Guider et al., 2015), which is directly related to free 

spectral range (FSR) (Vollmer & Schwefel, 2014). FSR can be 

interpreted as the distance between two adjacent peaks 

(Bogaerts et al., 2012). The relationship of LOD and FSR is 

inversely proportional, where higher FSR will offer smaller 

detectable scale (Chao & Guo, 2006). Hence, the FSR significantly 

shows the performance of the microring. Many efforts have been 

made to enhance the FSR, such as a double Vernier Panda-ring 

resonator with the maximum FSR of 90 nm (Seyfari et al., 2021), 

a microring with multi-Mach–Zehnder interferometers with FSR 

over 88 nm (Y. Chen & Qiu, 2021), a compact microring resonator 

using low-loss bends with FSR of 35 nm (Song et al., 2020), and a 

racetrack microring resonator with Fabry–Perot cavities where 

the FSR is over 150 nm (Kumar Bag & Varshney, 2021).  
By integrating Fano resonance with the microring resonance, 

the FSR can be improved. The Fano resonance was applied in the 

microring technology through many methods such as photonic 

crystal cavity generation (Peng et al., 2018), nanocavities 

utilization in split-ring resonator (Zhang et al., 2013), double half 

ring resonator (He et al., 2021), and side coupled ring cavity with 

a metal nanowall (F. Chen et al., 2019). Fano resonance can be 

obtained through the interference of a continuous background 

mode and a discrete resonant mode (Li & Bogaerts, 2017; Zhao et 

al., 2016). The main attribute of Fano resonance is the asymmetric 

line shape which is caused by the two-resonance optical 
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interference (Zhao et al., 2016). In this case, the Fano resonance 

is achieved by merging the circulation resonance from the ring 

with the Fabry–Perot resonance from the bus waveguide (Yi et al., 

2010). Fano resonance also offers the potential to enhance the 

performance of the microring in terms of FSR, LOD, and sensitivity 

(Chao & Guo, 2003; Tu et al., 2017; Wang et al., 2017). However, 

the generated Fabry–Perot resonance, which is essential to 

produce the Fano resonance, has a small FSR that will affect the 

overall spectrum (Yi et al., 2010).  

In this work, an optimized racetrack microring resonator 

configuration was proposed to reduce the effect of Fabry–Perot 

resonance, thus enhancing the FSR. Since the configuration 

involves a racetrack microring resonator and Fano resonance, the 

system is called integrated Fano-racetrack microring (IFM) 

configuration. For this research, two simulations were performed 

to achieve the maximum FSR: 1) Comparison of the resonance 

between IFM and conventional racetrack configuration and 2) the 

optimization process of IFM configuration. The optimization was 

performed to determine the maximum FSR with various 

configuration parameters such as ring radius, length of the 

racetrack, and distance of the reflectors from the center. 

 

2. Model and Theory 
 

The simulation was performed for two types of racetrack 

microring resonators: (1) the conventional racetrack microring 

resonator and (2) the racetrack microring resonator with 

reflectors in the bus waveguide. Figure 1 a) and b) shows both 

configurations with the labelled propagated electric field. The 

figure shows that only the IFM configuration was installed with 

reflectors in the bus waveguide. The reflectors play a major role 

in the IFM configuration to generate the Fano resonance.  

Light is travelled through the input port, Ein and propagated in 

the waveguide. At the coupling region, a fraction of the light is 

coupled into the ring at E1, and another fraction is still propagating 

in the waveguide. The propagating light in the waveguide is 

partially reflected due to the presence of the reflector and 

partially went through the output port, Eout. On the other hand, 

light in the ring is propagated towards the coupling region at E2 

and coupled back into the waveguide. Then, the resonance from 

the ring is merged with the resonance in the waveguide, thus 

Fano-like resonance is obtained. It is necessary for the bus 

reflector to be made of partial reflective materials to generate the 

Fabry–Perot resonance (Yi et al., 2010). The combination of 

circulation resonance and Fabry–Perot resonance can create a 

Fano resonance as the output spectrum.  

 

  
Figure 1. a) The conventional and b) the IFM configuration 

racetrack configurations. 

 

 The mathematical theory of optical coupling was 

performed for the IFM configuration to construct the numerical 

programming script. The coupling theory and optical phase shift 

with the attenuation loss were included in the computation. The 

transfer matrix for the whole integration system comprises the 

microring and Fabry–Perot resonances (Gu et al., 2019) can be 

expressed as follows: 

 

[
𝐸𝑜𝑢𝑡

𝐸1
] =

1

𝑖√1 − 𝑟ℎ
2

[
−1 −𝑟ℎ
𝑟ℎ 1

]

⋅ [𝑒i2πn𝑒𝑓𝑓L/λ 0
0 𝑒-i2πn𝑒𝑓𝑓L/λ

] ⋅ [
𝑡𝑅 0
0 1

]

⋅ [𝑒i2πn𝑒𝑓𝑓L/λ 0
0 𝑒-i2πn𝑒𝑓𝑓L/λ

]

⋅
1

𝑖√1 − 𝑟ℎ
2

[
−1 −𝑟ℎ
𝑟ℎ 1

] ⋅ [
𝐸𝑖𝑛

𝐸2
] 

(1) 

 

where Ein is the input port, Eout is the output port, E1 is the 

input port to the ring, and E2 is the output port of the ring. The 

term neff is the effective refractive index, which represents both 

refractive indexes of core and cladding. L represents the distance 

between the reflector in the waveguide and tR is the optical 

transfer function (OTF) of the racetrack microring resonator. The 

amplitude reflection coefficient (Yi et al., 2010) can be expressed 

as follows:  

 

𝑟ℎ =
𝑛𝑒𝑓𝑓−1

1−𝑛𝑒𝑓𝑓
. (2) 
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The OTF of racetrack microring (Bogaerts et al., 2012; Heebner et 
al., 2008) is given as below:  

 
𝐸𝑜𝑢𝑡

𝐸𝑖𝑛
=

𝑐−aei2πnL𝑅/𝜆

1−𝑐aei2πnL𝑅/𝜆   (3) 

 
where a is the single-pass amplitude and expressed as follows 
(Bogaerts et al., 2012; Heebner et al., 2008; Noorden et al., 2020): 

 
a = exp(−αL𝑅)   (4) 

 
where 𝛼 is the attenuation coefficient and LR is the perimeter of 
the all-pass microring resonator. 𝑐 is a self-coupling coefficient 
which can be expressed as follows (Noorden et al., 2020): 

 
 𝑐 = √1 − 𝜅√1 − 𝛾     (5) 

 
where 𝜅 is the coupling coefficient (Noorden et al., 2020) and 𝛾 is 
the propagation loss coefficient (Noorden et al., 2020).  
 

In this study, the numerical simulation was conducted using a 

mathematical computation software named Gnu Octave. The Gnu 

Octave has a high capability in solving numerical computations 

and presenting data due to its powerful visualisation tools (GNU 

Octave, n.d.) The simulated configurations are racetrack 

microring with reflectors embedded in the waveguide and 

conventional racetrack microring. The core and substrate 

materials are silicon (Si) and silicon oxide (SiO2), respectively. The 

cladding of the microring is air. Due to the difference in refractive 

index among the materials, resonance confinement can be 

achieved. The coupling coefficient was set as constant throughout 

the research. 

 

 
Figure 2. The optimised parameters of the configuration. 

 

The reflectors labelled in Figure 2 are necessary to generate 
the Fano resonance. The reflector aids in creating interference 
through Fabry–Perot resonance in the waveguide (Yi et al., 2010). 
From Figure 2, the perimeter of the system can be calculated as 
follows: 
 

𝐿𝑅 = 2𝜋𝑅 + 𝐿𝑎 + 𝐿𝑏 . (4) 
 
where 𝐿𝑎 and 𝐿𝑏 are the length of the racetrack microring. LwgL 
and LwgR represent the distance of the reflector from the centre 
of the waveguide.  

 

 

 

Table 1. The range of optimisation for all the parameters 

based on two configurations. 

Parameter 
Integrated Fano-

Microring 
Conventional 

Microring 

R 2 𝜇m – 20 𝜇m 2 𝜇m – 20 𝜇m 
La 10 𝜇m – 30 𝜇m 10 𝜇m – 30 𝜇m 
Lb 10 𝜇m – 30 𝜇m 10 𝜇m – 30 𝜇m 
LwgL 2 𝜇m – 20 𝜇m - 
LwgR 2 𝜇m – 20 𝜇m - 

 

The optimisation of both configurations was performed based 

on the exhaustive search technique, where each configuration 

was initialised by considering all parameters’ domain as shown in 

Table 1. For each range of the parameter, 20 values were iterated 

to observe the FSR. The FSR for each configuration was measured 

accordingly to analyse the Fano resonance. Both conventional 

and IFM configurations with the highest FSR were analysed and 

discussed in the next section. Note that since conventional 

microring does not have the reflector in the waveguide, only the 

radius and length of the racetrack were considered.  
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3. Results and Discussions  

 
Figure 3. Output numerical simulation of a) IFM spectrum and b) conventional microring spectrum. 

 

Figure 3 depicts the spectrum of IFM comprises numerous 

peaks compared to the conventional microring. Note that the 

position of the Lorentzian shape is similar between the two. 

Besides, the IFM configuration also exhibits a characteristic of 

Vernier effect where the resonance pattern becomes enveloped 

in a group (Gomes et al., 2021). The IFM spectrum also shows a 

Fano-like line shape credited to the reflectors in the waveguide 

where a fraction of the resonance still propagates in the 

waveguide causing the interference of numerous resonances with 

different phase shifts (Yi et al., 2010). The conventional microring 

spectrum differs from the IFM spectrum due to the suppression 

of interstitial peak by Fano resonance (Boeck et al., 2010).  

 

 

 

 
Figure 4. The unoptimised IFM spectrum and the magnified peaks for FSR measurement. 

 

Figure 4 shows the unoptimised spectrum of IFM and the 

recorded FSR was 41.936 nm. Without optimising the simulation 

system, the IFM spectrum has a very low FSR, which will reduce 

the performance of the microring. This is because, the Fabry–

Perot resonance with small FSR merges with the circulation 

resonance (Yi et al., 2010). The collective small FSR from the 
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Fabry–Perot resonance affects the microring spectrum by 

suppressing its peaks and producing a lot of smaller peaks. 

Subsequently, the FSR, instead of increasing, decreases 

tremendously. Therefore, the optimisation process is essential to 

improve the performance of the microring.  

 

 
Figure 5. The optimised IFM and the magnified peaks for FSR measurement. 

 

Figure 5 illustrates the optimised IFM spectrum where the 

measured FSR was 266.55 nm. The FSR of the optimised 

configuration was five times higher than that of the unoptimised 

configuration. The parameters of the optimised IFM configuration 

are tabulated in Table 2. 

 

Table 2. The optimized IFM configuration 

Parameter Value 

R 15.26 𝜇m 

La 30.00 𝜇m 

Lb 30.00 𝜇m 

LwgL 2.95 𝜇m 

LwgR 2.00 𝜇m 

 

The main contributor to the wide FSR of the IFM configuration 

is the Fano resonance which suppresses the interstitial 

resonances (Boeck et al., 2010; Schwelb, 2007). Due to the 

suppression of interstitial peaks in the spectrum, the Vernier 

effect can be observed, and the Vernier effect helps to extend the 

FSR of the resonance (Jin et al., 2011; Troia et al., 2014). This is 

because, the waveguide system of IFM consists of two resonances 

type: (1) circulation resonance from racetrack waveguide and (2) 

Fabry–Perot resonance from the reflector at the bus waveguide. 

In the sensing application, a large FSR benefits the system because 

it contributes to wider measurement range (C. Chen et al., 2021; 

Tian et al., 2020). Besides, wide FSR helps the system to 

distinguish the resonance peak and makes the detection system 

more accurate especially in all-optical sensing technologies. Even 

though the FSR is detrimental to the quality factor (QF) 

(Taufiqurrahman et al., 2020), high FSR is beneficial to achieve 

high optical sensitivity because the QF does not impose a direct 

impact on the sensing application. Nevertheless, the simulated 

system has successfully optimised the FSR of the system based on 

the IFM waveguide with the reflectors. 

 

4. Conclusion 
 

In conclusion, two simulations were performed to convey the 

significance of Fano resonance in the application of microring 

technology. The first simulation indicates the difference between 

the conventional racetrack microring resonator with the IFM 

resonator. With the suppression by the Fano resonance, the 

vernier effect can be achieved, hence the FSR can be increased 

significantly. In the second simulation, the system was optimized 

successfully and a comparison between the unoptimized and 

optimized Fano resonance was made. The FSR of the optimized 

Fano resonance was 266.55 nm, which is five times higher that of 

the unoptimized. These simulations prove that the IFM spectrum 

has a huge potential and much room to be improved. 

Furthermore, the Fano resonance will likely help to improve the 

sensitivity due to its profile having numerous sharp peaks (Zhao 

et al., 2016). The sharp peaks may be vital in getting a more 

significant wavelength shift; hence, the sensitivity of the 

microring increase.  
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THE EFFECT OF BALL MILLING ON THE MORPHOLOGY OF CUBIC BORON NITRIDE  
A R Shashikala1a*, Kothakula Keerthi2a , Ramesh C S3b and B S Sridhar4c  
 

 

Abstract: Due to its attractive properties, cubic boron nitride (c-BN) finds extensive applications in mechanical and electronic industries. 

The conversion of micro c-BN to nano c-BN remarkably influences the properties.  This study investigates the effect of ball milling on the 

morphological parameters. Boron nitride was subjected to different hours of ball milling process at different rotation speeds. The 

crystallite size of the c-BN was measured at different ball milling time intervals, and it is observed that after 100 hours, the crystallite 

size decreased to nano size. The ball milling was increased to 150-175 hours to get less than 100 nm size particles. The surface 

morphology and elemental analysis of the samples were done using SEM and EDX studies. EDX confirmed the presence of boron and 

nitrogen in the sample. SEM images indicated that the agglomerated morphology of c-BN particles with irregular shape. The cubic 

structure was confirmed from XRD studies. Thermogravimetric analysis (TGA) conducted to determine the samples' thermal stability 

indicated that weight loss was observed for temperatures up to 700oC. There was no significant weight loss at a higher temperature.  

Stronger reflectance was observed with increased ball milling time in UV-Visible DSR studies. 

 

Keywords: c-BN, ball-milling, XRD, crystallite size, thermogravimetric analysis, uv-visible DSR 
 

 
1. Introduction 

 

Boron nitride is an iso-electronic with carbon because boron 

and nitrogen are present side by side individually to the carbon 

atom in the periodic table [1]. BN can be synthesized in four 

polymorphic structures viz hexagonal BN (h-BN), rhombohedral 

BN (r-BN), wurtzite- BN (w-BN) and cubic BN (c-BN) [2]. h-BN has 

delocalized pi orbital with sp2 hybridization. Hexagonal Boron 

Nitride exhibits the same crystal structure-like graphite [3]. It 

finds extensive application as an additive in cosmetic products, 

used as effective lubricant when added with other alloys, plastics, 

resins, etc. [4]. A combination of BN with CNTs is prone to increase 

applications of h-BN in electronic devices and gas storage 

materials [5].  

In r-BN boron and nitrogen are packed with four-membered 

rings of layers. No four-layer coincidence occurred, but a 

displacement was seen on every fourth layer and repeated at the 

first layer. It exhibits sp2 hybridization, where three covalent 

bonds connect each other with their neighboring atoms [6].   

Boron and nitrogen atoms in w-BN have 6-membered rings. 

The rings between layers are in a boat configuration. However, 

the c-BN layers are in a chair configuration.  Recent studies 

indicate that w-BN is harder than other borides but softer than c-

BN [7]. 

On the other hand, c-BN is extremely hard, close to a 

diamond's hardness. It exhibits a single crystal phase and sp3 

hybridization similar to diamond [2]. As a semiconductor, it shows 

a wide band gap, has good optical properties, high thermal 

conductivity and is chemically inert [8-10]. c-BN shows good 

transmittance with a wide band gap and spectral range from a UV 

to Visible [11-14]. c-BN can be dopped with p- or n-type impurities 

[15, 16] to improve its band gap and thermal stability. Due to its 

wide band gap and thermal stability, it finds applications in high-

temperature power electronic instruments, unlike diamond [17]. 

c-BN can be used in cutting tools and optical instruments like UV 

detectors and emitters [18-20].  It is insoluble at room 

temperature but is still used as abrasive because it has high-

temperature solubility with nickel, iron and its alloys [21].   

Nano c-BN can be obtained by a simple top-down process. Ball 

milling is a top-down process that synthesizes various 

nanoparticles like metal oxides, zeolites, carbon materials, and 

metal frameworks [22, 23]. Nanoparticles obtained from the ball 

milling process have wide applications in fuel cells, electronic 

devices, drug delivery and catalysis [24]. Ball-milling increases the 

surface area and changes the chemical functionality and 

morphology. Ball-milling in the presence of hydrogen, ammonia, 

or sodium hydroxide leads to forming ex-foliated boron nitride 
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with hydroxyl and amino groups on the surface [25-28].   

In this work, nano c-BN was prepared by the ball-milling 

process. We studied the effect of ball-milling time and rotational 

speed on the morphology, crystal structure, particle size and 

thermal stability.   

 

2. Materials and Methods   
 

Commercial cubic boron nitride (c-BN) with a particle size of 2 

µm was used for the ball milling process. The sample was 

subjected to different ball-milling time intervals of up to 175 

hours and carried out at 50 and 100 rpm.  

Ball milling was conducted using the Delta Power Controls 

Planetary Ball mill with stainless steel balls of 12 grams weight and 

vials. The impact force jar was stationary and revolved in a 

planetary orbit. The ball milling was carried out at different 

rotations per minute (rpm) and at different period without any 

power interruption.   

The samples' elemental analysis was carried out with EDX 

using the Link Ge Energy Dispersive Spectrometer combined with 

a Noran Scientific analyzer, Model TN5500, USA, which provides 

the spatial resolution for compositional analysis and is limited to 

1-micrometer diameter on flat specimens.   

The Scanning Electron Microscope TESCAN-VEGA3 LMU was 

used to study the microstructure and surface morphology at 

different ball milling times and rotational speeds.  The XRD 

analysis of the milled samples was carried out using an X-ray 

diffractometer, Philips, PW 1140/90, USA, equipped with Ni filter 

and Cu K radiation [29].  Double beam UV-visible 

spectrophotometer model UV 2600 with 200 to 800 nm spectral 

band was used to measure samples reflectance at different ball 

milling times.  The thermogravimetric analysis was studied using 

the NETZSCH's STA 449 F5 Jupiter Simultaneous Thermal Analyzer 

TGA/DSR.   

 

3. Results and Discussion 
 

Table 1 depicts the EDX-elemental composition of c-BN after 

different grinding duration at 50 rpm. Iron appeared as an 

impurity when the grinding time was increased to 175 hours 

because of the stainless steel balls used in the ball milling process. 

The balls were coated with Teflon and subjected to 175 hours of 

grinding to overcome this. Table 1 shows the elemental 

composition of the nano c-BN powder at 175 hours of ball milling 

before and after coating the balls with Teflon. Boron 

concentration decreased with increased ball milling time, which 

may be due to the diffusion of boron into steel balls during ball 

milling. The diffusion increased at higher rpm, which may be due 

to increased temperature with increased ball milling speed and 

diffusion at higher temperatures [30, 31]. 

 

 
Figure 1. EDAX images of nano c-BN at175 hours: a) before 

Teflon coating b) after Teflon coating 

 

Table 1. Elemental composition of the nano c-BN powder at 

different grinding times at 50 rpm 

Time(hrs) Element Weight (%) 

100 
B 50.45 

N 49.55 

125 
B 48.45 

N 51.04     

150 
B 48.04 

N 51.66     

175 (before coating the 
balls with Teflon) 

B 43.98 

N 54.67 

C 0.41 

Fe 0.26 

175 (after coating the balls 
with Teflon) 

B 48.09 

N 51.91 

 

Table 2 shows the presence of iron, chromium, nickel, oxygen, 

boron, and nitrogen due to using steel balls for grinding. For all 

further characterization, nano powder obtained at 50 rpm and 

175 hours of ball milling with Teflon-coated balls was used as it is 

free from other impurities. 

  



 

21 
 

Regular Issue Malaysian Journal of Science 

DOI: https//doi.org/10.22452/mjs.vol42no3.4 

Malaysian Journal of Science 42(3): 19-25 (October 2023) 

 
Figure 2. EDAX Image of nano c-BN at 100 rpm 

 

Table 2. Elemental composition of nano c-BN powder at 100 

rpm 

Time(hrs) Element Weight (%) 

100 

B 46.08 

N 26.23 

Fe 12.68 

Cr 3.65 

O 10.07 

Ni 1.27 

 

Figure 3 shows the XRD images of c-BN at different grinding 

times. There are four characteristic peaks corresponding to (111), 

(200), (220) and (311) at 43.6o, 50.9o, 74o and 90o, respectively. 

The diffraction peaks were only slightly weakened with increased 

ball milling time due to c-BN's superior hardness. This is similar to 

the phenomenon reported by Zia and Li [32]. The intensity of 

(200) peak was decreased to a maximum extent compared to 

other peaks at 175 hours of ball milling. The c-BN crystallite size 

decreased with increased ball milling time. Its size decreased from 

400 nm at 50 hours of ball milling to 66 nm at 175 hours. 

 

 
Figure 3. XRD images of c-BN at 50 rpm and different 

grinding times: 

a)100 hrs.  

b)125 hrs.  

c)150 hrs.  

d)175 hrs. 
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Figure 4 depicts an XRD image of nano c-BN obtained at 100 

hours of ball-milling and 100 rpm speed. The peak intensity 

decreased and disappeared at 50.9o and 90o with increased 

speed.   

Figure 5 shows the effect of different rotational speeds on the 

c-BN's crystallite size. Initially, the experiments were conducted 

at 50 rpm at different grinding times of up to 175 hours. The 

crystallite size decreased to ~66 nm from 2 µm. The size remained 

almost constant after 175 hours of ball milling.  Experiments were 

also conducted at 100 rpm. Increasing the rpm decreased the 

crystallite size; at 100 hours and 50 rpm, the size decreased to less 

than 60 nm from 125 nm.   

Figure 6 displays the scanning electron micrograph of c-BN 

powder at different ball milling times. The micrographs 

magnification was kept constant. The specimen was found to 

have an irregular shape with few agglomerates. Increasing the ball 

milling time caused the c-BN nanoparticles to have irregular 

morphologies with sizes that ranged from 57 to 78 nm.  

 

 
Figure 4. XRD images of c-BN at different grinding times with 100 

rpm 

 

 

Figure 5. Effect of ball milling on the crystallite size of c-BN at 50 
rpm 

 

 

 

Figure 6. SEM images of c-BN at different ball milling times: 

 a) 100 hrs.  

b) 125 hrs. 

c)150 hrs. and  

d)175 hrs. 

 

 
Figure 7. SEM images of c-BN at 100 rpm (100 hrs.) at 

different magnifications: 

a)2µm b) 1µm c)500nm d)200 nm. 

 

Figure 7 depicts SEM images of nano c-BN obtained at 100 

hours at 100 rpm at different magnifications. At 100 rpm, c-BN 

consisted of nano-sized amorphous particles with few nodular 

lumps. The particle size ranged from 60 to 70 nm.  

Figure 8 shows the UV-visible DSR spectra of c-BN at different 

ball milling times. All samples showed UV reflectance in the visible 

region. The incident light absorption occurred in the 200–800 nm 

wavelength range. Around 7-12% of reflection is in the longer 

wavelength region. Overall, reflectance intensity was remarkably 

enhanced with increased time. Stronger reflectance was observed 

with increasing ball milling time compared to the micro-sized c-

BN. 
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Figure 8. UV-visible DSR spectra of c-BN at different ball 

milling time: 

a) 0 hrs b) 50 hrs c) 125 hrs d) 175 hrs 

 

The thermal stability test was conducted to study the effect of 

ball milling time on the degradation temperature of c-BN. Figure 

9 shows the Thermogravimetric analysis. The TGA graphs are 

similar for all samples. The weight loss occurred for all samples at 

room temperature up to 700oC except for the sample obtained at 

175 hours of ball milling. The weight loss may be attributed to the 

increased surface area of the ball-milled sample. The weight loss 

is as high as 3% in the 100-hour ball-milled sample. The weight 

loss slightly decreased as the grinding time increased, as seen in 

the 150- and 175-hour ball-milled sample. No significant weight 

loss was observed for all samples after 700oC. After the TGA test, 

ash was collected for all samples, and the amount of ash formed 

at higher ball milling time was significantly less than that for 100 

hours of ball milling.  

 

 
Figure 9. Thermogravimetric analysis of c-BN 
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4. Conclusion 

Nano c-BN was obtained through a simple, eco-friendly ball 

milling process at different rotational speeds.  Effect of ball milling 

time on morphology and crystallite size was studied. Nano c-BN 

obtained at 150 to 175 hours of ball milling at 50 rpm were used 

for the characterization studies. XRD data revealed that increasing 

ball milling time decreased the peak intensity, and a few peaks 

disappeared with increased rpm. c-BN nanoparticles were found 

to have irregular shapes with sizes ranging from 57 to 78 nm. 

Stronger reflectance was observed with increased ball milling 

time in the DSR spectra. There was weight loss for all samples at 

room temperature up to 700oC in the TGA studies. No significant 

weight loss was observed for all samples after 700oC.   
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A SIMPLE 3D TOOLBOX-BASED SMARTPHONE COLORIMETER: THE ABILITY TO DETECT 
THE STOICHIOMETRIC EQUIVALENT OF A CHEMICAL REACTION  
Nuntaporn Moonrungsee1a, Jaroon Jakmunee2b, Apaporn Boonmee3a, Juthaporn Kaewloy4a, Waranya Wongkasem5a, and 
Nipat Peamaroon6a* 
 

 

Abstract: The simple 3D toolbox is constructed and utilized with a smartphone to detect the stoichiometric equivalent of chemical 

reactions. The reaction chosen for this purpose involves salicylic acid and iron(III) ions, forming a purple complex. An image of the 

resultant purple product is captured and analyzed for RGB color intensities. These color intensities are contingent upon the 

concentration of the colored product, and a consistent color intensity is observed once the reaction reaches its stoichiometric point. 

Numerous smartphones were tested for image capture and color intensity measurement. It was discovered that all smartphones are 

suitable, although tuning the white balance mode is necessary to obtain clear images for accurate color intensity measurement. This 

smartphone-based spectrometer yields results comparable to those obtained from a commercial ultraviolet-visible spectrometer. This 

endeavor can serve as a blueprint for developing portable devices in chemical analysis using smartphones. Furthermore, the device and 

methodology developed herein can be effectively replicated in chemistry laboratory classes to impart a practical understanding of 

stoichiometry and chemical reactions through smartphone-based experimentation. 
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1. Introduction 
Nowadays, a smartphone can be used not only for human 

communication and entertainment but also for sensing and 

chemical analysis (Crocombe, 2018). The important feature is the 

smartphone's camera, which can capture an image and 

discriminate the color under controlled illuminance (Nixon et al., 

2020). Based on the colorimetric method, pictures of standard 

solutions with different colors were taken and read for RGB color 

intensities to create a calibration graph for analyzing samples. The 

advantages of this method are portability, simplicity, low cost, 

and ease of operation. The achievements of these smartphone-

based spectrophotometric methods have been widely reported in 

various fields, such as agriculture (Jin et al., 2021; Qi et al., 2020), 

education (Kajornklin et al., 2020; Santos et al., 2020), the 

environment (Koohkan et al., 2020; Sargazi & Kaykhaii, 2020), 

food (Peamaroon et al., 2021; Ko et al., 2021), forensic science (Li 

et al., 2020; Jackson et al., 2020), industry (Moonrungsee et al., 

2020; Shahvar et al., 2020), medical diagnostics (Samacoits et al., 

2021; Kap et al., 2021), and pharmaceuticals (Phadungcharoen et 

al., 2020; Lantam et al., 2020). 

The achievements of these smartphone-based 

spectrophotometers depended on the light-controlled box. The 

illuminance must be controlled to spread constantly around the 

samples. The sample blank is also required to be set, following the 

manner of the spectrophotometric method. In our previous 

works, many versions of light-controlled boxes have been 

fabricated using low-cost materials such as plastic and paper 

sheets for chemical analysis, including phosphorus (Moonrungsee 

et al., 2015), iron(III) (Moonrungsee et al., 2016), tyrosinase 

inhibitory activity (Moonrungsee1 et al., 2018), salicylic acid 

(Moonrungsee2 et al., 2018), copper(II) (Moonrungsee et al., 

2020), and iodine number (Peamaroon et al., 2021), with a 

smartphone or a digital camera. 

This work constructed the latest version of our designed box 

using a 3D printer. Another aspect of the smartphone 

spectrometer as a color measurement device is presented. A 

simple toolbox incorporated with a smartphone was employed to 

detect the stoichiometric equivalent of a chemical reaction. This 

work can serve as a guideline for creating a simple and low-cost 

smartphone-based spectrometer used for specific purposes. 

 

2. Experimental 
2.1 Chemicals and Solutions Preparation 

All chemicals were of analytical reagent grade. All solutions 

were prepared using distilled water. A 3.0 mM iron(III) chloride 

solution (FeCl3.6H2O, Honeywell International Inc., Switzerland) 

was freshly prepared by dissolving 0.0203 g of iron(III) chloride in 

25.00 mL of water. A 1.5 mM iron(III) chloride solution was 

prepared by diluting the 3.0 mM iron(III) chloride solution. A 4.5 

mM salicylic acid solution (C7H6O3, Ajax Finechem, Australia) was 

prepared by dissolving 0.0156 g of salicylic acid in a small volume 

of ethanol (C2H5OH, Ajax Finechem, Australia) and adjusted to the 

volume of 25.00 mL with water. A 0.1 M chromium(III) nitrate 

solution (Cr(NO3)3.9H2O, Honeywell International Inc., 

Switzerland) and a 0.1 M ammonium sulphate solution 

((NH4)2SO4, Ajax Finechem, Australia) were prepared by dissolving 

1.0004 g and 0.3304 g of solids in 25.00 mL of water, respectively. 

Finally, a 3.0 mM potassium thiocyanate solution (KSCN, Ajax 

Finechem, Australia) was prepared by dissolving 0.0073 g of 

potassium thiocyanate in 25.00 mL of water. 

 

2.2  Device Fabrication and Color Intensity Analysis 

A simple 3D toolbox was designed using the Tinkercad 

program, a free and user-friendly web application. The 

dimensions of the box were set at 15 cm × 15 cm × 9 cm (width × 

length × height), and the cover measured 15 cm × 15 cm (width × 

length). The designed models were then exported to STL format 

for compatibility with a 3D printer (XYZ Printing, da Vinci 1.0 Pro, 

Taiwan). The box was constructed using white polylactic acid 

(PLA) plastic as the printing filament. The box's exterior was 

covered with a black sticker sheet to create a controlled 

environment, as shown in Figure 1(a). Illumination inside the box 

was regulated by a strip of white light-emitting diode (LED) lamps 

affixed to the inner wall at the back end of the box, as depicted in 

Figure 1(b). The LED lamps were powered by a 12-volt direct 

current (DC) power supply. A white acrylic screen with a thickness 

of 1 mm was positioned 4 cm away from the lamps. Plastic 

cuvettes with a 1 cm optical path, serving as sample holders (up 

to 6 cuvettes), were positioned in front of the white acrylic screen. 

White plastic fins were inserted between the sample cuvettes to 

prevent color interference. A window measuring 3 cm × 3 cm on 

the front of the box allowed for the attachment of a smartphone 

to capture images of the color products. 

Figure 1. Dimensions and details of a simple 3D toolbox  

(a) outside (b) inside 

 

A smartphone equipped with a fixed-focus camera, disabled 

flash, automatic white balance, and single image mode was 

positioned in front of the box to capture images of cuvettes 

containing the colored products resulting from reactions. The 

cuvettes were placed at the front of the white acrylic screen to 

minimize shadow effects and ensure optimal image capture. Each 

captured image was then analyzed using the Color Grab or Color 

Picker application, both available for free download and 

compatible with Android and iOS smartphones. These 

applications allowed the images stored in the smartphone's 

memory to be imported into the program for analysis. To 

determine color intensities, a screen touch was used to pinpoint 

the center of each cuvette, and the intensities of the red (R), 

green (G), and blue (B) colors were measured. The resulting color 

intensity values were displayed on the smartphone screen in the 
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form of three-number series (R, G, B), such as 0, 0, 0, and 255, 

255, 255 for black and white colors, respectively. 

 

2.3 Reaction to Form the Colored Products 

Three distinct colored products, namely purple, green, and 

red, were prepared to detect their respective stoichiometric 

equivalents. To generate the purple product, salicylic acid was 

reacted with iron(III) ions in a mole ratio of 3:1. The green 

product, on the other hand, was produced by the reaction 

between chromium(III) ions and ammonium sulfate in a mole 

ratio of 1:1. Lastly, the red product was obtained through the 

reaction between 1 mole of potassium thiocyanate and 1 mole of 

iron(III) ions. The stoichiometry of these reactions is illustrated in 

Figure 2. To enable accurate measurement using smartphones, 

the proportions of reactants were adjusted to achieve distinct and 

vibrant colors. The optimized formulas and comprehensive 

reaction details are outlined in a step-by-step manner as follows: 

 

 
Figure 2. Chemical reaction for producing three colored products 

(purple, green, and red) 

 

2.3.1  Reaction between Salicylic Acid and Iron(III) Ion 

A volume of 1 mL of 1.5 mM iron(III) chloride solution, 

designated as the limiting reagent, was transferred to five 

cuvettes. Subsequently, 4.5 mM salicylic acid solution was added 

to the cuvettes in volumes of 0.2, 0.5, 1.0, 1.5, and 2.0 mL, 

respectively. Distilled water was added to achieve a final volume 

of 3 mL in all cuvettes. 

 

2.3.2 Reaction between Chromium(III) Ion and Ammonium 

Sulphate 

A volume of 1 mL of 0.1 M chromium(III) nitrate solution, 

designated as the limiting reagent, was transferred to five test 

tubes. Then, 0.1 M ammonium sulphate solution was added to 

the test tubes in volumes of 0.2, 0.5, 1.0, 1.5, and 2 mL, 

respectively. Afterward, distilled water was added to reach a final 

volume of 3 mL in all test tubes. Subsequently, all test tubes were 

heated in hot water (80-90°C) for 5-10 minutes. 

 

2.3.3  Reaction between Potassium Thiocyanate and Iron(III) 

Ion 

A volume of 1 mL of 3.0 mM iron(III) chloride solution, 

designated as the limiting reagent, was transferred to five 

cuvettes. Then, 3.0 mM potassium thiocyanate solution was 

added to the cuvettes in volumes of 0.2, 0.5, 1.0, 1.5, and 2.0 mL, 

respectively. Finally, distilled water was added to achieve a final 

volume of 3 mL in all cuvettes.  

The reaction products, which exhibited the colors purple, 

green, and red, were initially analyzed using an ultraviolet-visible 

spectrophotometer (Thermo Scientific, model GENESYS 10S, USA) 

at wavelengths of 530 nm, 595 nm, and 545 nm, respectively. 

Following this, one of the reactions was chosen for analysis using 

the smartphone colorimeter. Images of the reaction products 

placed within the simple 3D toolbox were captured using a 

smartphone. These images were then analyzed for color intensity 

using freely available applications (such as Color Grab or Color 

Picker) installed on the smartphone, allowing for the inspection 

of stoichiometric equivalents. The intensities of the red, green, 

and blue (RGB) colors were assessed to determine the optimal 

color intensity. The point of constant color intensity, signifying the 

achievement of stoichiometry, was observed. 

 

2.4 Evaluating Suitability of Various Smartphones 

Four smartphone brands (Samsung, Vivo, Huawei, and Apple) 

with ten models were employed to detect stoichiometry using 

their default camera functions. All ten smartphones were set to 

fixed-focus camera mode without flash, automatic white balance, 

and single image mode. These smartphones were positioned in 

front of the box to capture images through the box window. The 

specifications of the smartphones utilized are presented in Table 

1. 

 

Table 1. Specifications of the 10 smartphones used for color 

measuring device 

No. Brand Model 
Operating 

system 

Camera 
maximum 
resolution 

(megapixels) 

1 Samsung Galaxy 
J7 Pro 

Android 13 

2 Samsung Galaxy 
A7 

Android 24 

3 Vivo V11 Android 16 

4 Huawei Y7 Pro Android 13 

5 Apple iPhone 
6s Plus  

iOS 12 

6 Apple iPhone 
XR 

iOS 12 

7 Apple iPhone 
12 Pro 

iOS 12 

8 Apple iPhone 7  iOS 12 

9 Apple iPhone 
12 Pro 
Max 

iOS 12 

10 Apple iPhone 
13 

iOS 12 
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3. Results and Discussions 
3.1 The Simple Toolbox Performance 

The precision of the simple 3D toolbox was assessed by 

calculating the percentage of relative standard deviation (%RSD = 

(standard deviation of color intensity/mean of color intensity) × 

100) of the measured color intensities. Food coloring solutions 

(red, green, and blue) at a concentration of 0.001% w/v were 

added to five cuvettes and measured using three smartphones 

with iOS and Android operating systems. This test aimed to 

evaluate the color intensities. The results indicated that the color 

intensities exhibited similar values across all five cuvettes for each 

tested color. The %RSD for each color solution was less than 10%, 

confirming the suitability of this toolbox for color intensity 

measurements. 

 

3.2 Spectrophotometric Measurement 

All the reactions were designed to use a constant volume of 1 

mL for the limiting reagent. The other reactant was incrementally 

added to reach the equivalence point. After this point, a constant 

color intensity product could be achieved despite excess reactant. 

The absorbance of the purple, green, and red products was 

measured. The purple and green products displayed constant 

absorbance after reaching the equivalence points (Figure 3(a)-

(b)), while the absorbance of the red product remained higher 

(Figure 3(c)). This could be attributed to the chemical equilibrium 

that influenced the color of the red product. The reaction 

between potassium thiocyanate and iron(III) ion could not be 

completed under our conditions. When comparing the reactions 

for forming the purple and green products, the reaction between 

chromium(III) ion and ammonium sulphate was more complex, 

likely due to the heating step involved. Additionally, the former 

reaction required a longer time to reach completion. 

Consequently, the reaction between salicylic acid and iron(III) ion 

(with iron(III) ion as the limiting reagent) to form the purple 

product was selected for smartphone-based measurement. 

 

 

 

 
 

Figure 3. Absorbance of the products from the reaction 

between (a) salicylic acid (4.5 mM) and iron(III) ion (1.5 mM, 

1 mL); (b) ammonium sulphate (0.1 M) and chromium(III) 

nitrate (0.1 M, 1 mL); (c) potassium thiocyanate (3.0 mM) 

and iron(III) ion (3.0 mM, 1 mL) 

 

3.3 Smartphone Colorimetric Measurement 

3.3.1 RGB Color Intensities 

The smartphone (iPhone 6s Plus) captured an image of 

five cuvettes filled with the purple product. The intensities of 

the RGB colors for each cuvette were measured and plotted 

as a function of the volume of salicylic acid, as depicted in 

Figure 4. All colors exhibited a constant intensity after 

reaching the equivalence point at 1.0 mL of salicylic acid. 

However, the green color displayed the highest intensity 

difference between 0.5 and 1.0 mL of salicylic acid compared 

to the red and blue colors. This indicated that the green color 

provided better sensitivity than the red and blue colors. As a 

result, subsequent measurements were conducted using the 

intensity of the green color.  
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Figure 4. Intensities of RGB colors of the products from the 

reaction between salicylic acid (4.5 mM) and iron(III) ion 

(1.5 mM, 1 mL) 

 

3.3.2 Effect of Smartphones Varieties 

The image of the five cuvettes containing the purple 

products was captured using ten different smartphones 

(Table 1). Figure 5 illustrates that the same image taken with 

various smartphones displayed different color intensity 

values due to differences in camera performance. This 

phenomenon was observed even when smartphones with 

the same camera resolution were used. Additionally, despite 

setting the automatic white balance mode on all 

smartphones, picture clarity and color variations were 

observed among both iOS and Android smartphones. These 

variations impacted the color intensities derived from the 

captured images. 

The figure indicates that clear pictures obtained from 

smartphones such as Y7 Pro, Galaxy A7, Galaxy J7 Pro, iPhone 

6s Plus, iPhone 13, and V11 yielded accurate results, showing 

the true colors of the samples. Following the equivalence 

point, a constant green color intensity was observed. On the 

other hand, the remaining smartphones (iPhone XR, iPhone 

12 Pro, iPhone 7, and iPhone 12 Pro Max) produced light blue 

pictures and inaccurate results, with a green color intensity 

of zero at a volume of 0.5 mL of salicylic acid. 

The current market offers a wide variety of smartphones, 

which presents challenges in maintaining control over this 

study. Color evaluation using different smartphones results 

in varying color intensities (Souza et al., 2018). It is necessary 

to adjust the white balance mode of the smartphone to 

obtain clear pictures before conducting measurements. 

Consequently, a fixed green color intensity cannot be 

universally applied to all smartphones. Determining the 

optimal RGB color for analysis is essential. For simplified 

operation, it is recommended to designate and use one 

smartphone per box for sample analysis. 

 

 
Figure 5. Intensity of green color from the ten 

smartphones in the range of 0.2-2.0 mL salicylic acid 

 

Four smartphones were selected for the stoichiometric 

study: two Android devices (Y7 Pro, Galaxy J7 Pro) and two 

iOS devices (iPhone 6s Plus, iPhone 13). The study was 

repeated thrice (n=3), and the outcomes are presented in 

Figure 6. The green color intensity exhibited a consistent 

pattern following the equivalence point (1.0 mL of salicylic 

acid). This constant trend persisted even in excess reactant, 

indicating that the colored product remained unchanged. 

This consistent behavior of the curve was evident across all 

four smartphones. 

 

 
 

Figure 6. Intensity of green color from the four 

smartphones in the range of 0.2-2.0 mL salicylic acid. 

 

In conclusion, this study presents a versatile approach 

that can be applied to monitor a wide range of chemicals, 

particularly hazardous substances like radioactive elements, 

pesticides, and heavy metals. The smartphone spectrometer 

demonstrated excellent performance in detecting colors 

across the visible light spectrum. In cases where the analyte 

lacks color or is present in low concentrations, a chemical 

reaction is employed to produce a colored product. By 

utilizing a selective color-forming reagent, this method 

allows for both qualitative and quantitative analysis. The 

excess reagent reacts with the analyte, forming a colored 

product whose intensity is linearly proportional to its 

concentration. For instance, salicylic acid can be determined 

using excess iron(III) ions as a coloring reagent (Moonrungsee2 

et al., 2018), and vice versa (Rajendraprasad & Basavaiah, 

2016). The remaining unreacted reagent remains stable and 
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does not interfere when mixed with the colored product. 

Furthermore, this approach has practical applications in 

educational settings, as it can be implemented in chemistry 

laboratory classes to teach concepts related to stoichiometry 

and chemical reactions using smartphones. 

 

4. Conclusion 
To summarize, this work demonstrates the adaptation of 

a smartphone for measuring RGB intensities of sample 

solutions within a specially designed light-controlled box 

referred to as the "simple 3D toolbox". The device 

successfully detected the stoichiometric equivalent of the 

reaction between salicylic acid and iron(III) ion. Notably, 

constant color intensities were observed once the reaction 

reached its stoichiometry. While all smartphones can be 

employed, it is important to note that fine-tuning the white 

balance mode may be necessary to ensure clear and accurate 

measurements. 
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DEBITTERING OF Borassus flabellifer MESOCARP USING NARINGINASE: IMPACT ON THE 
COMPOSITION, PHYSICOCHEMICAL CHARACTERISTICS, AND FUNCTIONAL PROPERTIES 
Rodiah M. H1a,b*, Jamilah, B2b Norhayati, H3b and Kharidah M4b  
 

 

Abstract: This study explores the physicochemical, composition, and functional properties of the Borassus flabellifer mesocarp powder 

following treatment with naringinase. The debittered mesocarp powder (DMP) has good water-holding (9.4 g/g), swelling (7.8 g/g), and 

wettability (12.3 s) capacities. Naringinase reduced 33.2% of the DMP particle size, causing an increase in surface area. A larger surface 

area traps more water/oil molecules, contributing to a higher water/oil capacity. However, the solubility, swelling, and wettability of 

DMP were markedly decreased following naringinase treatment. Nonetheless, although DMP has higher saponin, phenol, tannin, and 

DPPH activity contents than the control, it has decreased ferrous-reducing activity. 

 

Keywords: Bitterness, dietary fibre, food ingredient and palmyra palm  

 
1. Introduction 

Palmyra palm (Borassus flabellifer Linn) is known as kelapa 

laut in Malaysia. B. flabellifer is from the Arecaceae family, 

subfamily Borassoideae, and genus Borassus (Nesbit, 2005). The 

palmyra fruit pulp is commercially used for beverages and food 

products (Chaurasiya et al., 2014; Vijaya Kumara & Prasad, 2015), 

with a high demand for the latter. Unfortunately, the fruit pulp 

bitterness is unfavoured by many. The fruit pulp is a part of the 

annual production of palmyra fruits and is often used as animal 

feed or discarded (Jansz et al., 2002). Measures to remove or 

control the bitterness for broader utilisation of the fruit pulp 

include the addition of pineapple pulp as a masking agent to 

conceal the bitterness of palmyra pulp (Thanusan et al., 2018) and 

the removal of bitterness in the tuber flour by soaking at 53 °C for 

1 h (Thivya et al., 2018). 

 

Enzymatic hydrolysis is commonly used to remove bitterness 

and acquire compounds with increased biological activity (Kumar, 

2010). Naringinase has been commonly applied as a debittering 

agent of citrus fruit juice in the fruit juice industry during 

processing and aids in improving the stability and properties of 

the juices (Radhakrisnan et al., 2012). Unfortunately, the removal 

of bitterness using naringinase was more focused on citrus fruit 

and berry juices, such as kinnow mandarin juice (Puri, 2001), 

grape juice (Mishra & Kar, 2003), pummelo (Citrus grandis) fruit 

juice (Ni et al., 2014), and orange juice (Zhu et al., 2017).  

 

To date, reports on the effects of naringinase to remove 

bitterness from the mesocarp of B. flabellifer are scarce. Jansz et 

al. (1994) successfully attempted to debitter palmyra fruit pulp 

using naringinase (a mixture of β-glycosidase and β-

rhamnosidase), resulting in a beverage with a pleasant mango 

cordial-like flavour, colour, and texture. A similar attempt was 

conducted by Ariyasena et al. (2001) to hydrolyse palmyra pulp 

using naringinase with reduced flabelliferin content without 

changing its nutritive values. However, the amount of reduced 

flabelliferin was not reported because the research only used 

thin-layer chromatography for estimation (only Rf value was 

reported).  

 

It is beneficial that removing the bitter compound could 

control the bitterness of the final product without wastage or 

adversely affecting other desirable properties of the end product. 

According to Debenthini et al. (2014), the sensory scores of 

samples treated at various temperatures were significantly 

different (p < 0.05) from the control based on the bitter taste. The 

bitterness of the palmyra pulp was eliminated after a 1-h 

treatment at 60, 80, and 100 °C. Another group demonstrated 

improved bulk density and increased fibre, starch, and protein 

contents of the debittered flour of palmyra young shoot using the 

aqueous extraction technique (Thivya et al., 2018). It is 

hypothesised that the action of naringinase may influence the 

chemical and physical properties of the B. flabellifer mesocarp 

powder. Hence, this work investigates the physicochemical, 

composition, and functional characteristics of debittered B. 

flabellifer mesocarp powders after naringinase treatment.  
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2. Materials & Methods 
2.1 Materials 

The main materials used in this investigation were as follows: 

mesocarp of B. flabellifer, gallic acid, Trolox, 2,2-diphenyl-1-

picrylhydrazyl (DPPH), naringin, and naringinase (EC- 9068-31-9) 

with the activity of 10,000 units/g. 

 

2.2 Sample Preparation for Debittering of B. flabellifer 

The mesocarp of the immature B. flabellifer fruit was cut into 

smaller pieces, oven-dried (EW-00299-WK, Cole-Parmer, USA) at 

50 °C for 24 h and ground (FZ-240, Zhong Xing, Malaysia) before 

naringinase treatment for the removal of bitterness. The sample 

was treated using 2.0 g/L of naringinase for 5 h at pH 5.0 and 55 

°C. The mixture was then neutralised to pH 7.0 by adding 0.1 M 

sodium hydroxide (NaOH). The solid sample was collected by 

filtration through a strainer, and the filtrate was discarded. The 

sample was washed three times to remove the excess neutralising 

agent, re-filtered, and oven-dried (EW-00299-WK, Cole-Parmer, 

USA) at 50 °C for 24 h. The dried sample was ground for 5 min and 

sieved through a 0.5 mm sieve to obtain the debittered mesocarp 

powder (DMP). The mesocarp sample without the naringinase 

treatment was also prepared and used as a control.  

 

2.3 Physicochemical Analysis 

2.3.1 Proximate Analysis  
The proximate composition of the DMP and control samples 

were analysed using the AOAC (2000) method. Other analyses 

involved were the moisture content (the oven method), crude 

protein (Kjeldahl method), crude fat (Soxhlet method), and 

dietary fibre (using the enzymatic-gravimetric method), as 

described by AOAC (2005).  

 

2.4 Functional Properties of DMP and Control Sample 

2.4.1 Solubility and Swelling Power 

The solubility and swelling power of DMP and control samples 

were determined according to Osundahunsi et al. (2003). About 

0.35 g of powder sample was mixed with distilled water (12.5 mL) 

before heating at 60 °C in a water bath for 30 min, with constant 

shaking. Following centrifugation at 3500  g for 20 min, the 

supernatant was decanted into a pre-weighed evaporating dish 

and dried for 20 min at 100 °C. The solubility was acquired from 

the difference in the evaporating dish weight, and the weight of 

the residue after centrifugation was divided over the initial 

sample weight (dry weight basis) to determine the swelling 

power. 

 

2.4.2 The Oil-holding and Water-holding Capacities 

The oil-holding capacity (OHC) and water-holding capacity 

(WHC) were measured by mixing 1 g of BMF powder and 20 g of 

oil (or distilled water) by rigorous vortexing, with 10 min rest 

periods between each mixing before centrifugation at 3000  g 

for 30 min. The remaining materials were weighed after decanting 

the free oil, and OHC was calculated as g of oil held per g of 

sample, whereas the WHC was deduced as g of water held per g 

of sample (Robertson et al., 2000). 

2.4.3 The Wettability 

The wettability was determined according to Belscak-

Cvitanovic et al. (2010), i.e., the time required for 3 g of powder 

deposited on distilled water surfaces to fully submerge in 100 mL 

of distilled water at 27 °C.  

 

2.5 Physical Analysis 

The total soluble solids and pH were ascertained using a 

refractometer (Mettler Toledo, Schwerzenbach, Switzerland) and 

a pH meter (HI 221, Hanna, India). The colour of the DMP and 

control samples were analysed using a chromameter (00328Q, 

Konica Minolta, Japan), where L* denotes lightness from 0 (black) 

to 100 (white), a* and b* for redness (+a) to greenness (−a), and 

yellowness (+b) to blueness (−b; Reddy et al., 2015).  

 

The particle size of each sample was measured using the 

Mastersizer S (Malvern Instruments Ltd, UK), according to Kelly et 

al. (2015). The median diameter, i.e., d (v0,5), was chosen to 

characterise the particle size of the powders. The bulk density was 

determined according to Samec et al. (2016). Sample powder was 

poured vertically into a 50-mL measuring cylinder through a cone. 

The measuring cylinder was subjected to 10 taps before the 

excess powder on the measuring cylinder was gently scraped off 

with a steel ruler, and the filled measuring cylinder was weighed. 

 

2.6 Determination of Sugar Composition 

The sugar composition of the DMP and control samples were 

determined according to AOAC (1993) and Puwastien et al. 

(2011). Sugar content was identified and quantified using HPLC 

(Agilent 1200 Series, USA). Glucose, fructose, mannose, sucrose, 

and galactose (Sigma-Aldrich, USA) were utilised as the standard 

sugars. A weight/weight percentage (g/100 g) of each sugar on 

the sample was calculated after duplicate injections of the 

samples. 

 

2.7 Determination of Lignocellulosic Composition 

Acid-insoluble lignin and holocellulose were determined 

based on the T222 om-88 standard method of TAPPI (Berlin et al., 

2006). Meanwhile, cellulose and hemicellulose were measured 

according to Sabiha-Hanim et al. (2011) with modifications on the 

chemical concentration used. The composition of hemicellulose 

in the sample was estimated by the holocellulose and cellulose 

level differences.  

 

2.8 Extraction of Bioactive Compounds 

Bioactive compounds were extracted by microwave-assisted 

extraction technique (ME71K, Samsung, Korea), according to 

Asma et al. (2016). About 10 g of mesocarp powder was mixed 

with 200 mL 0.1 M NaOH in a Falcon tube, heated in the 

microwave at 300 W for 2 min and cooled to room temperature 

before filtering using a filter paper with a diameter of 150 mm 

(CHM, Germany). The filtrates were stored at 4 °C for further 

analysis. A similar procedure was performed for the control 

sample. 

 

https://www.coleparmer.com/i/lab-companion-like-new-52402-96/00299wk
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2.9 Phytochemical Analysis 

Filtrates from the extraction were screened for their bioactive 

compounds, such as alkaloids, saponins, flavonoids, steroids, 

cardiac glycosides, tannins, terpenoids, anthraquinone, and 

flabelliferin (Obadoni & Ochuko, 2002; Obidoa et al., 2010; 

Aiyegroro & Okoh, 2010). Samples exhibiting positive results from 

the screening analysis were subjected to quantification.  

 

2.10 Quantification of Phytochemical Content 

2.10.1 Total Phenolic Content Determination 

The Folin-Ciocalteu reaction method was utilised to 

determine the total phenolic content in the extract (Aiyegroro & 

Okoh, 2010). The standard gallic acid (0–125 µg/mL) was treated 

similarly to 200 µL of the sample, and the result was expressed as 

mg of GAE/g sample. 

 

2.10.2 Tannin Determination 

The method by Eleazu et al. (2012) was employed to evaluate 

tannin content in the extract. The tannic acid standard curve (0–

500 ppm) was used to measure the samples’ tannin content, 

represented as mg of tannic acid equivalence (TAE) per 100 g of 

dried sample. 

 

2.10.3  Saponin Content Determination 

Saponin content was determined by the percentage of the 

sample according to Obadoni and Ochuko (2001). 

 

2.10.4  Crude Flabelliferin Determination 

The extraction of crude flabelliferin from the mesocarp was 

adopted from Wickramasekara and Jansz (2003). A mixture of 80 

mL of 10% methanol and 20 g of the sample was left at 30 °C for 

16 h. The mixture was concentrated at 60 °C in a rotary 

evaporator after filtering through a filter paper (Whatman No1, 

U.S.A). The flabelliferin was twice extracted with 50 mL of ethyl 

acetate before being filtered with a 0.45-µM nylon syringe filter.  

 

The extract was analysed for flabelliferin using the Davis 

colourimetric method (Puri et al., 2005). This study used naringin 

as the standard, as flabelliferin is not commercially available. 

Naringin comprises a sugar complex of α-L-rhamnoses and β-D-

glucose, similar to flabelliferin. Naringin was dissolved in warm 

deionised water to prepare the standard concentration (100–500 

ppm). Then, 0.1 mL of the standard solution was added to 5 mL of 

90% diethylene glycol, followed by 0.1 mL of 4 N NaOH. The 

mixture was kept at 30 °C for 15 min. The resultant yellow colour 

was measured spectrophotometrically at 420 nm. The blank was 

prepared by treating distilled water similar to the standard 

procedure. For the sample, 0.1 mL of extract was added instead 

of the standard solution to measure the concentration of 

flabelliferin. 

 

 

 

2.11 Antioxidant Activities 

2.11.1 Determination of DPPH Radical Scavenging Assay 

The free radical scavenging capacity, denoting the antioxidant 

capacity of the powder samples, was estimated 

spectrophotometrically using the stable radical DPPH (2,2-

diphenyl-1-picrylhydrazyl) based on Chu et al. (2000). Standard 

Trolox from 100 to 500 µM/mL was prepared, and the results 

were expressed as mol of Trolox equivalent DPPH radical 

scavenging activity per g of sample. 

 

2.11.2 Ferric Reducing Antioxidant Power (FRAP) 

The antioxidant capacity was assessed using the ferric 

reducing antioxidant power (FRAP) assay described by Langley-

Evans (2000), with some modifications. The ferrous sulphate (0.1–

1 mM) dilution series was used to obtain the FRAP results, and the 

antioxidant activity was quantified as mM ferrous per g of sample. 

 

2.12 Statistical Analysis 

All samples were prepared and tested in triplicate, and the 

mean and standard deviations were obtained. The data were 

analysed with Minitab for Windows version 16 (Minitab Inc., 

Sydney, New South Wales, Australia) using an independent t-test 

and analysis of variance (ANOVA), and the differences were 

considered significant at p < 0.05. The associations between 

variables were determined using Pearson correlation coefficients, 

and differences at p < 0.05 were considered significant. 

 

3. Results and Discussion 
 

3.1 Chemical and Physical Analysis 

3.1.1  Proximate Composition 

DMP exhibits a reduced pattern in all proximate compositions 

(Table 1). Protein and fat declined 3.5 and 2.5 times after 

naringinase treatment, while moisture and ash decreased by 1.1-

fold and 1.9-fold to the control. Kelly et al. (2015) reported that 

moisture level might influence the main functional properties, 

such as stickiness, wettability, bulk density, and powder 

flowability. Pectinase and naringinase increase the yield of 

pummelo juice and eliminate bitterness (naringin, limonin, and 

nomilin; Ni et al., 2014). Enzymatic debittering processes would 

likely affect nutrients due to the specification of the enzyme 

towards bitter compounds. The present results will likely have a 

similar impact on the proximate composition.  
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Table 1. Phytochemical composition of the debittered mesocarp 

and the control sample from B. flabellifer 

Composition (%) 

Borassus flabellifer 

Debittered Mesocarp 
Powder (DMP) 

Control 

Proximate (%)    
Protein 1.19±0.04b 4.20 ±0.47a 

 Fat  0.61±0.03b 1.52 ±0.50a 

 Moisture 9.35±0.16 10.35±0.22a 
 Ash  1.88±0.35b 3.66±0.12a 

Dietary Fibre (g/100g)   

 Total dietary fibre 
(TDF) 

84.420±0.01 a 65.970±0.820b 

 Insoluble dietary fibre 
(IDF) 

79.99 ±0.05a 61.84±1.16b 

 Soluble dietary fibre 
(SDF) 

4.43 ±0.09a 4.13±0.35a 

 Ratio IDF/SDF 18.06 14.97 

Total soluble solids (%) 0.77±0.06b 2.13±0.06a 

pH 5.16±0.01a 3.58±0.08a 

Colour   

 L* 72.80±0.56a 66.00±0.10b 

 a* 3.03±0.21a 2.70±0.10b 

 b*  16.40±0.52a 15.33±0.06b 

Particle size (µm) 279.83±8.17b 418.89±23.2a 

Bulk density (kg/m
3

) 173.91±4.27b 324.83±0.82a 

   
Lignocellulosic (%)   

 Holocellulose 88.10±7.43a 52.52±0.78b 

 Cellulose 53.76±8.22a 29.03±0.75b 

 Hemicellulose 34.33±3.73a 23.50±0.02b 

 Lignin 12.99±0.18a 10.29±0.45b 

Results as means from triplicates. a-b Different superscript between 

debittered mesocarp and control denote significant differences 

(Independent t-test, p < 0.05). 

 

3.1.2 Total, Soluble, and Insoluble Dietary Fibre 

The total DMP dietary fibre increased 1.3-fold higher than the 

control (Table 1). The insoluble and soluble dietary fibre of DMP 

increased significantly (p < 0.05) by up to 27.8% and 10.5% after 

naringinase treatment (Table 1). From the microscope image 

(image is not shown), the enzymatic treatment caused the fibre-

like structure to be broken down into smaller strands, increasing 

the overall surface area for enzyme penetration and improving 

enzyme accessibility. Elleuch et al. (2011) reported that enzymatic 

treatment could alter the proportion of soluble to insoluble fibres, 

e.g., cell wall treatment with xylanase increased the amount of 

soluble dietary fibres. The insoluble fibre in DMP is significantly (p 

< 0.05) higher than soluble fibre, with an IDF/SDF ratio of 18.06 

(an increase of 17.1% after the naringinase treatment). IDF is the 

dominant fibre fraction (about 84.4% of TDF). Thus, DMP may 

affect insoluble fibre consumption as IDF exerts pronounced 

effects on intestinal regulation and stool volume (Chau & Uang, 

2003). Since IDF absorbs water and expands bolus size, 

consumption of IDF produces a feeling of satiety. Additionally, it 

increases the size and weight of the faecal bolus, promoting 

better digestion and preventing conditions like constipation and 

colon cancer (Ku & Mun, 2008). Insoluble fibres improve product 

density and minimise shrinkage, stabilise the food system, and are 

used as an agent to enhance food appeal and texture (Al-Sheraji 

et al., 2011).  

 

Thermal processing could alter the amount of total dietary 

fibre, the ratio of insoluble to soluble fibres, and physicochemical 

properties (Elleuch et al., 2011). Naringinase treatment in the 

study was conducted at 55 °C for 5 h before deactivation at 90 °C 

for 5 min. The temperature employed could be a contributing 

factor to the outcomes. High temperature and pressure can cause 

the breakdown of macromolecule covalent bonds, disrupting 

their physical structures and changing their functional properties 

(Kim et al., 2006; Singh et al., 2007). 

 
3.1.3 Total Soluble Solids, pH, and Sugar Composition 

The DMP is less acidic, with less total soluble solids (TSS) than 

the control (Table 1). TSS is related to the sugar content, and this 

study found that TSS in DMP was reduced by 63.8% following 

naringinase treatment, the possible reason for sugar not being 

detected in the sample. The HPLC analysis revealed that the DMP 

lacks sugar due to the absence of peaks in the chromatogram. This 

could be due to the undetectable sugar composition or the 

absence altogether. Besides, the washing process of DMP before 

drying could have removed the soluble sugar. In this study, DMP 

was rinsed three times after the naringinase treatment before 

drying to eliminate any flabelliferin and naringinase residues, 

hence the result. De Moraes et al. (2013) confirmed that a 

washing process before fibre drying from fruit by-products caused 

sugar removal.  

 
3.1.4 Colour  

The chromaticity coordinate attributes (L*, a*, and b*) of 

DMP showed higher values than the control, indicating that the 

DMP sample is lighter and possesses more red and yellow hues 

than the control (Table 1). In food drying, colour is one of the vital 

quality parameters that could lead to darkening (reduced L* and 

increased a*; Garau et al., 2007; Lario et al., 2004). It could be due 

to the high temperature (90 °C) and the duration (8.3 h) of the 

drying process, which causes the Maillard reaction (non-

enzymatic browning reaction). However, DMP did not turn darker 

in this study, as the L values increased by 9.34% after the 

naringinase treatment. Washing the sample before drying could 

prevent the fibre darkening due to sugar removal (De Moraes et 

al., 2013). A similar phenomenon was observed when dietary 

fibre lemon powder from lemon (Citrus limon cv. Fino) by-product 

was washed before drying (Fuentes, 2004). The washing process 

prevented the fibre from browning due to sugar elimination.  
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3.1.5 Particle Size 

The particle size of the mesocarp sample is reduced by 33.2% 

after naringinase treatment (Table 1). Naringinase could have 

probably worked on the mesocarp by degrading the fibre strands. 

The increase in surface area and the rupture of fibre matrix pores 

could result from reduced particle size, which would also alter the 

hydration properties (i.e., solubility; Peerajit et al., 2012). 

 
3.1.6 Bulk Density 

The DMP has a 173.91 kg/m3 bulk density, 1.9 times lower 

than the control (Table 2), exhibiting the small amount of 

packaging materials required. Furthermore, the bulk density and 

wettability property exhibit a strong negative correlation (r = –

0.923), i.e., water can easily penetrate the powder surface. The 

higher bulk density materials indicated lower surface area and 

lower ability to bind to lipid components (Garcia-Amezquita & 

Serna-Saldı, 2015).  

 
3.1.7 Lignocellulosic Composition 

The composition of holocellulose, cellulose, hemicellulose, 

and lignin of the DMP increases (Figure 1). Naringinase treatment 

degrades lignin structure, simultaneously allowing the cellulose in 

the mesocarp fibres to be exposed to enzyme action, represented 

by increased cellulose and hemicellulose (46.0% and 31.6%). This 

is likely due to the breakdown of lignin by naringinase, which 

disrupted the cellulosic crystalline structure of DMP. 

Lignocellulosic biomass denotes plant biomass with lignin as the 

recalcitrant outer layer, strongly bound to the complex 

carbohydrate polymers (cellulose and hemicellulose; Nur Liyana 

Izyan et al., 2014). The presence of cellulose in the substrate may 

affect the enzymatic hydrolysis of pretreated lignocellulosic 

biomass, which is accessible to cellulolytic enzymes or the 

cellulose surface area of the enzyme (Chandra et al., 2009).  

 

 
Figure 1. Lignocellulosic Composition of the DMP and Control 

Sample 

 

 
 

 

3.2 Functional Properties  

3.2.1 Solubility and Swelling Properties 

The solubility of the DMP, performed at 30 and 60 C, ranged 

from 4.31% to 4.55% (Table 2). The naringinase treatment 

affected the solubility of DMP, i.e., reduction by 2-fold and nearly 

5-fold, when tested at 30 and 60 C. The solubility of DMP was 

lower than dried egg white, buttermilk solids, and non-fat dried 

milk (18.0%–34.6%; Wong & Kitts, 2003). The solubility property 

has a strong negative correlation (r = –0.907) to the crude fibre 

content of DMP powder. Kumar et al. (2010) and Selani et al. 

(2014) also noted a decrease in solubility with increased carrot 

and pineapple pomace fibre.  

 

The DMP had a swelling capacity value of 7.75 g/g (Table 2), 

significantly (p < 0.05) lower than the control. The swelling 

capacity of DMP is lower than the apple (12.8 g/g), orange 

pomace (8.13 g/g; O’Shea et al., 2015), and fibre powder of pink 

guava by-product (10.9–15.0 g/g; Ibrahim, 2009) but slightly 

higher and comparable to the dietary fibre powder of citrus by-

products (6.11–9.19 g/g; Figuerola et al., 2005). The swelling 

capacity indicates the extent of the swelling of the fibre upon 

water absorption due to the amount of soluble dietary fibre (SDF), 

particularly pectin (López-Vargas et al., 2013). Wuttipalakorn et 

al. (2009) demonstrated that the reduced particle size of dietary 

fibre (63–150 μm) from lime residues resulted in the reduced 

water retention ability (9.72–11.74 g water/g dry basis) and 

swelling capacity (10.12–11.86 mL water/g dry basis) of the fibre 

powder.  

 

Table 2. Functional properties of the debittered mesocarp and 

the control from B. flabellifer 

Properties 
Debittered 
mesocarp 
Powder 

Control  

Water Holding 
Capacity (g/g) 

9.38±0.39a 7.11 ±0.29b 

Oil Holding Capacity 
(g/g) 

5.76±0.55a 3.33±0.08b 

Solubility (%) 
(Treatment at 30 °C) 

4.31±0.24b 8.76±0.99a 

Solubility (%) 
(Treatment at 60 °C) 

4.55±0.27b 21.84±2.20a 

Swelling Power (g/g 
d.w.) 

7.75±0.86b 9.15±0.11a 

Wettability (s) 12.28±0.21b 44.33±1.53a 

Results as means from triplicates. a-b Different superscripts 
between debittered mesocarp and control denote significant 
differences (Independent t-test, p < 0.05). 

 
3.2.2 The Water-Holding Capacity (WHC) and Oil Holding 

Capacity (OHC) 

In this investigation, the WHC and OHC of DMP increased after 

the removal of bitterness via naringinase treatment. Correlation 
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analysis displayed a robust positive correlation (r = 0.948) 

between WHC and OHC. In another research, Yi et al. (2014) 

determined the physicochemical properties of dietary fibre of 

citrus juice by-products after treatment with α-amylase. The 

enzyme-treated samples showed higher functional properties 

such as increased water retention (13.31 mL water/g powder), 

swelling (8.55 mL/g powder), and oil-holding capacity (8.37 g oil/g 

powder). This study showed a strong negative correlation (r = –

0.811) between the particle size and WHC. It indicates that the 

hydration property of DMP was increased with decreased particle 

size. According to Raghavendra et al. (2006), the hydration 

characteristics of coconut fibre increased when the particle size 

decreased from 1127 to 550 µm. 

 

The WHC of the DMP increased by 24.3% (Table 2), possibly 

due to the higher content of IDF in the DMP. Zhou et al. (2012) 

reported that the WHC of Tartary buckwheat (Fagopyrum 

tataricum Gaertn) bran dietary fibre flour was increased to 2.22 

g/g after enzymatic treatment with amylase and cellulase due to 

increased SDF/IDF (0.62%/43.33%) and the decreased size of 

dietary fibre particles (61.6 nm). Water uptake kinetics were 

significantly affected by structural characteristics and the 

chemical composition of fibre, including its component water 

affinity (Figuerola et al., 2005). The capillary action of water in the 

fibre is due to its high surface tension. Moreover, different 

molecular fibre components can interact with water through 

hydrogen bonding or dipole formation (Martínez et al., 2012). In 

addition, Chau and Uang (2003) reported that the difference in 

WHC between the samples is attributed to the number and nature 

of the water-binding site differences, chemical content, and 

structure of each sample.  

 

Meanwhile, the OHC of the DMP has increased by 24.25% 

following naringinase treatment (Table 2). Karaman et al. (2017) 

revealed that grapefruit seed dietary fibre treated with 

hesperinidase and naringinase showed enhanced OHC values 

(3.44 and 4.19 g oil/g fibre). In food applications, the capacity of a 

sample to retain oil can be crucial, i.e., to prevent fat loss upon 

cooking (Tosh & Yada, 2010). Meanwhile, from the nutritional 

aspect, the increased excretion due to the ability to absorb or bind 

bile acids is associated with reduced plasma cholesterol (Tungland 

& Meyer, 2002). In addition, high OHC allows high-fat food 

products and emulsions to stabilise (Elleuch et al., 2011). Hence, 

DMP may be a potential ingredient for dressings and condiments 

(such as sauce, ketchup, and mayonnaise) to better emulsion 

structure and stability. Correlation analysis displayed a robust 

positive correlation (r = 0.948) between WHC and OHC.  

 
3.2.3 Wettability 

In this study, wettability has increased significantly (3.6-fold, 

p > 0.05) after the naringinase treatment. Very low lipid content 

prompts the excellent wettability value of the DMP powder (Table 

2), which could be supported by the correlation analysis between 

the fat content and wettability properties, showing a moderate 

positive correlation for DMP (r = 0.327). This finding supported 

the findings by Benkovic et al. (2015), where the agglomeration of 

lower wettability values (6.83 to 60.52 s) of cocoa powder with a 

high-fat content (16–18 g/100 g) was observed due to the 

susceptibility of high-fat powder to lipid oxidation, which was less 

wettable and flowable compared to those with lower free fat 

levels (Vignolles et al., 2007). 

 
3.4 Phytochemical Composition  

Table 3 shows that only saponin, tannins, phenol, and 

flabelliferin are present in DMP. Saponin has increased by 2.4-fold 

after the naringinase treatment. Saponin is an antioxidant 

capable of binding to and stopping cholesterol from being 

absorbed, allowing the body to easily eliminate excess 

cholesterol. The consumption of saponins is recommended due 

to their hypocholesterolemic activity, aid in proper immune 

function, and are important as chemopreventive agents (Abioye, 

2018; Emojorho & Akubor, 2016). In contrast, Emojorho and 

Akubor (2016) reported that the saponin concentration in orange 

seed flour was gradually reduced following bitterness removal 

when boiled. In this study, the mesocarp sample was boiled for 5 

min at 90 °C to deactivate the naringinase activity upon 

completion of the treatment. The release of saponin from the 

DMP was not affected by the thermal effect, possibly due to the 

shorter exposure to the heat. 

 

Table 3. Phytochemical composition and antioxidant activities of 

the debittered mesocarp and control of B. flabellifer 

Compounds and 
antioxidant activities 

Debittered 
Mesocarp 

Powder (DMP) 

Control 

Compounds   
Alkaloids (%) ND ND 
Saponins (%) 41.06±5.21a 16.75± 1.44b 
Flavonoids (QE/g) ND ND 
Steroid (ng/ ml) ND ND 
Cardiac glycosides (%) ND ND 
Phenol (GAE/g) 6.080±0.001a 3.230±0.001b 
Tannins (TE/g) 3.260±0.020a 0.007±0.005b 
Terpenoids (LE/g) ND ND 
Anthraquinone (%) ND ND 
 Flabelliferin (mg/L) 153.57±2.08b 240.57±23.03a 

Antioxidant activity   

FRAP (mM Fe2+/g) 126.38±0.03b 157.05±0.08a 

DPPH (mM TE/g) 35.93±0.02a 29.90±0.056b 

Results as means from triplicates. a-b Different superscripts 

between debittered mesocarp and control denote significant 

differences (p < 0.05). ND: Not detected. 

 
The total phenolic compound (TPC) of DMP was increased 

almost 2-fold compared to the control. The enhanced TPC may be 

caused by the release of bound phenolic chemicals from their 

polymeric or glycosidic precursors (Variyar et al., 2004). A strong 

negative association was observed between the TPC and DPPH 

levels. Polymeric phenolic component degradation to simple 

phenols could cause increased antioxidant activity, increasing 
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their solubility and capability to interact with DPPH (Kondapalli et 

al., 2014). The diverse bioactivity of the phenolic compounds, 

such as antiviral, anti-allergy, anti-mutagenic, and anti-

inflammatory properties (Peng et al., 2010), provides an extra 

benefit to the DMP.  

 

In another debittering process, the phenolic and saponin 

contents of debittered flour significantly decreased from 320 to 

131.651 mg/g and 2.04 to 0.106 mg/g when young shoot palmyra 

flour was soaked in water at 65 °C for 1 h compared to the raw 

flour (Thivya et al., 2020). The decreased bioactive compounds in 

the debittered flour could be attributable to the leaching of 

soluble phenolics and saponin into water or the chemical 

oxidation caused by the heat treatment. Similar findings have 

been documented for the reduced fennel bulb polyphenols after 

boiling treatment (Rawson et al., 2013). The heating process 

caused the breakdown of the structure and converted it into a 

more water-soluble form (Thivya et al., 2020). As previously 

reported, naringinase action at 55 °C might not be strong enough 

to leach out the saponin and phenolic contents. However, the 

deactivation of naringinase activity at 95 °C for 5 min might 

influence the result.  

 

Likewise, the total tannin content in DMP is higher than in the 

control. Tannin structure has a significant impact on the qualities 

of emulsions; the best possibilities are tannins with relatively high 

molecular weights, which have undergone oxidation processes. 

Tannins are preferred as stabilisers as they have primary 

antioxidant capacities, although several natural surfactant agents 

are currently available (Figueroa-Espinoza et al., 2015).  

 

About 36.2% of residual flabelliferin remained in DMP after 

the naringinase treatment (unpublished). Despite its contribution 

to the bitter taste, flabelliferins possess several benefits. The 

fresh palmyra fruit pulp (PFP) that contained flabelliferins and 

fibre as the main chemical components caused lower 

postprandial blood glucose levels in mice due to its hypoglycaemic 

components (Thabrew & Jansz, 2004). Likewise, Uluwaduge et al. 

(2005) proved that flabelliferin II might prevent intestinal glucose 

uptake in mice. It was also reported that the significant inhibitory 

effects on the absorption of intestinal glucose in mice are 

mediated by the fraction of flabelliferin (flabelliferin-II) rather 

than the fibre in PFP (Uluwaduge et al., 2008).  

 
3.5 Antioxidant Activities 

 
The DPPH levels of the DMP increased by 1.2-fold higher than 

the control (Table 3). As reported earlier, the particle size of DMP 

was reduced after treatment with naringinase. Likely, the smaller 

size of the fragment is closely related to the size-reduced fibre 

strand, increasing the DPPH value. Likewise, the superfine dietary 

fibre of wheat bran had increased antioxidant activities following 

superfine grinding, including total phenolic content, chelating 

activity, and reducing power (Zhu et al., 2012).  

 

However, the DMP has a significantly (p < 0.05) lower reducing 

power than the control (Table 3). These results are congruent 

with Muñiz et al. (2011), who reported that the highest total 

phenolic content (1227 mg GAE/L) and the lower reducing power 

(6.3–14.0 mM FeSO4) were detected in grapefruit juice following 

naringinase treatment. The correlation of the particle size with 

DPPH and FRAP values yielded a moderate negative correlation (r 

= –0.676) and a strong positive correlation (r = 0.980, Table 3). 

 

4. Conclusion 

 
A decline in all chemical compositions of DMP was observed 

except the dietary fibre. The solubility, swelling, bulk density, and 

wettability of DMP were markedly decreased, whereas water and 

oil holding capacities were significantly increased. The low fat 

content in DMP directly affected solubility, WHC, OHC, and 

wettability properties because it is less susceptible to lipid 

oxidation, more wettable, and flowable. The naringinase action 

increased the lignocellulosic content (mainly the cellulose and 

hemicellulose) and improved the colour property. DMP also had 

an enhanced content of saponin, phenol, tannin, and DPPH 

activity than the control, but the reduced activity of ferrous 

reducing power. In conclusion, DMP has the potential as a 

functional ingredient to increase fibre in products that require 

hydration, low calories, and high fibre, such as noodles, energy 

bars, and breakfast cereal. DMP with an enhanced content of 

saponin, phenol, tannin and DPPH activity is also useful for 

pharmaceutical industries. The results of this study can trigger 

more investigation into the broader application of B. flabellifer in 

various functional food products. 
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METAL(II) COMPLEXES 
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Abstract: A simple chemistry method approach was used to synthesise new ligand derivate from L-ascorbic acid and its complexes. All of 

them were water-soluble and are used quite extensively in the medical and pharmaceutical fields. This study synthesised the new ligand 

derivative from L-ascorbic acid-base using the following steps: A 5,6-O-isopropylidene-L-ascorbic acid was prepared by reacting dry 

acetone with L-ascorbic acid followed by reacting it with trichloroacetic acid to yield [chloro(carboxylic)methylidene]-5,6-O-

isopropylidene-L-ascorbic acid in the second stage. In the third stage, the derivative was reacted with (methyl(6-methyl-2-

pyridylmethyl)amine to create a new ligand (ONMILA). This novel ligand was identified using a number of techniques, namely mass 

spectroscopy, 1H, 13C-Nuclear magnetic resonance, Fourier Transform Infrared (FT-IR), and Ultraviolet–visible (UV-Vis) spectra. It was 

observed that  several complexes formed between the ligand and divalent metal ions (Co, Ni, Cu, Zn, Cd). Based on Micro Elemental 

Analysis, the mole ratio was (1:1) (M:L). Magnetic susceptibility, elemental analysis (C.H.N.O) procedures, molar conductivity tests, and 

proportion of metal ions calculations were used to describe the complexes. The findings showed the novel ligand had a mono, negative 

charge and behaved like a tridentate ligand type (N.N.O.). Therefore, the octahedral formula is suggested for all compounds. Only one 

spot was observed on thin layer chromatography (T.L.C.) for ligand (L) and complexes, indicating that the reaction completed and delivered 

only a single product. These chemicals have been connected to both Gram-negative and Gram-positive bacteria. The results suggested 

that antibacterial activity in metal complexes is higher than in the free ligand. 

 

Keywords: L-ascorbic acid, ligand, techniques, metal complexes, antibacterial activity  

 
1. Introduction 

     L-enantiomer of ascorbic acid without scurvy is a condition 

caused by vitamin C deficiency (Zümreoglu-Karan, 2006). The 

human body requires a robust immune system and therefore, a 

vitamin-rich daily diet is recommended. Vitamins with critical 

biological properties are abundant in natural foods, particularly 

vegetables and fruits, which are rich in cinnamon, vitamin C, and 

hesperidin and well-known for their health benefits (Bellavite & 

Donzelli 2020). L-ascorbic acid is a type of vitamin C which has 

water-soluble antioxidants and a protective function. Although 

most mammals can produce ascorbate, they cannot produce 

vitamin C (Chatterjee, 1973). L-ascorbic acid is a biological 

antioxidant (Loke et al., 2006) that protects the cell from 

damaging radicals, especially those generated during incomplete 

O2 oxidation (Padayatty et al., 2003). In both chemistry and 

biology, L-ascorbic acid is a critical chemical and its complexes are 

significant in both (Hanukoglu, 2006). Although ascorbic acid has 

many antimicrobial effects, some of its oxidative products are 

toxic (Hollis et al., 1985). According to Fodor (1983), L-ascorbic 

acid molecule  has four hydroxyl groups which participate in 

conventional esterification. It is possible to use L-ascorbic acid (L-

asc.) or Vitamin C and its derivatives in various biological and 

industrial uses (John & James, 2009). It has several donors, atoms, 

O(1), O(2), O(3), O(5), and O(6), that are usually involved in metal-

ligand bonding (Tajmir-Riahi, 1990). The functional groups -OH,-

COOH,-SH,-NH2 in derivatives of L-asc. have been found to 

coordinate with metal ions and form complexes [10]. These 

vitamin-metal complexes are essential in development of 

medication and nutrition (Wasi, 1987) while  metal complexes are 

crucial for the pharmaceutical and agricultural industries. A living 

system relies heavily on trace amounts of metal elements and 

these transition metal ions ensure that different enzymes 

function correctly (Hariprasath et al., 2010). The current study 

examined these metal complexes for their antiseptic action 

alongside various bacterial strains. Their antibacterial activity was 

found to be effective against all the strains The  study also 

attempted to establish and validate a new apparent synthesis and 

description of an L-ascorbic acid derivative ligand (L).                                                                                   
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2. Experimental 
2.1 Instrumentation         

Shimadzu FT-IR spectrophotometer ranging 4000-400 cm-1, 

Shimadzu UV-Vis. spectrophotometer with 200-1100 nm", Stuart 

electrothermal equipment, model SMP30 W.T.W. in OLAP cond 

720 digital conductivity meter, Bruker D.R.X. (500-MHz, DMSO-d6) 

spectrometer, mass spectrometer 5975 quadrupole. Elemental 

analyser Euro Vectro-3000A, Atomic absorption 

spectrophotometer Analytic Jena (A.A350), Magnetic 

Susceptibility Balance Mode (MSB-MKI). 854 Schwach Autoclave, 

Gallen Kamp Sterilizer, Memmert Incubator.                                                                                                                                       

 

2.2 Materials 

L-ascorbic acid, Trichloro acetic acid, Potassium hydroxide, 

Methyl(6-methyl-2-pyridylmethyl) amine, Metal chloride 

"CoCl2.6H2O, NiCl2.6H2O, CuCl2.2H2O, ZnCl2, CdCl2.H2O", Mueller 

Hinton agar, dry acetone, N-Hexane, Dimethylsulfoxide, 

Dimethylformamide, HCl gas, Ethanol, Distilled water. "All 

chemicals used were of the highest purity. B.D.H., Fluka, and 

Merck were used without further purification.                                        

 

2.3 Synthesis of The New Ligand (L) 

2.3.1 Synthesis of 5,6-O-iso propylidene-l-ascorbic acid: 

A 250 mL flask containing 0.528 grams (0.003 moles) of L-

ascorbic acid powder along with 50  mL of dry distillers acetone 

was given a rapid bubble bath of dry hydrogen chloride and stirred 

for 20 minutes. The supernate was decanted after 20 mL of n-

hexane was added followed by additional stirring and then chilling 

(ice-water). After each addition, the precipitate was rinsed with 

(100 mL) of the acetone-hexane combination (3:7) (v/v) followed 

by stirring, cooling in cold water, and then extracting the 

supernate. This process was repeated four times. The final 

precipitate was subjected to drying under decreased pressure, 

which resulted in the production of a white crystalline residue 

with a melting temperature of 216 °C. This yielded 70.51 grams Rf 

(0.69) in benzene:ethanol (8:2) (v/v) solvent solution.                                                                                                                    

 

2.3.2 Synthesis of [Chloro(Carboxylic)Methylidene)]-5,6-

Isopropylidene-L-Ascorbic Acid: 

5,6-O-isopropylidene-L-ascorbic acid (0.432 g, 0.002 mole) 

was dissolved in (25 mL) ethanol. A potassium hydroxide solution 

(0.112 g, 0.002 moles) in ethanol (20 mL) was later added and 

stirred for 30 minutes. Next, trichloro acetic acid (0.163 g, 0.001 

mole) in ethanol (15 mL) solution was added and left for one hour. 

The product was filtered. Recrystallisation from 25mL (20 mL 

ethanol + 5 mL water) yielded 73.5% of pale brown solid 

crystalline residue with a melting point of 209 °C. (benzene: 

methanol) Rf 0.57 in (5:5).                              

 

2.3.3 Synthesis of The Ligand (L), [O, O-2,3-(N-

Carboxylicmethylidene)-N-Methyl-1-(6-Methylpyridyl]-

5,6-Isopropylidene-L-Ascorbic Acid:  
 

0.306 g (1 mmole) of methylidene-(chloro(carboxylic)-5,6-iso 

propylidene-L-ascorbic acid was diluted in 20 mL ethanol. Using 

methyl (6-methyl-2-pyridylmethyl)amine, the solution was 

dropped wide (0.14 mL, 0.001 mole) and refluxed for two hours. 

A deep dark precipitate mass formed after some time at room 

temperature, and which was subsequently separated from the 

solution. Recrystallising the resulting mass in ethanol yielded a 

brown crystalline substance with a melting point of (127 oC) and 

a yield of 80.47 percent. Rf (0.48) in a solvent solution of benzene 

and ethanol (8:2) (v/v). The diagram below (Scheme 1) describes  

the reaction. 

Scheme 1. Synthesis route of a new ligand (ONMILA) 

derivative. 

 

2.3.4 Synthesis of Metal Complexes  

       1 mmol metal chloride 0.238 g CoCl2.6H2O, 0.237 g 

NiCl2.6H2O, 0.170 g CuCl2.2H2O, 0.136 g ZnCl2, 0.183 g CdCl2.H2O 

in 10 mL ethanol solution was added to a mixture of  ligand (0.406 

g, 1 mmol) in 10 mL ethanol. After agitating the solutions for an 

hour, the complexes were gently precipitated by evaporation. 

Figure 9 describes the process of recrystallising the complexes 

from heated ethanol. Water, methanol, ethanol 

dimethylsulfoxide, and dimethylformamide are all effective for 

dissolving isolated complexes which are colourful solids that are 

stable in air but insoluble in normal organic solvents. Table 1 

describes the physical characteristics and provides analytical data 

for ONMILA and its complexes.                                                                                             

 

2.4 Biological Activity  

The agar-well diffusion technique was applied in the testing of 

synthesised ligand and complexes against Staphylococcus aureus 

and Streptococcus pyogenes which are Gram (+),  E-coli and 

Klebsiella pneumonia, Gram (-). All of the compounds were found 

to be effective against the bacteria (Al-Khafagy, 2016; Valarmathy 

et al., 2020). Muller Hinton Agar was used as the medium for the 

cultivation of the microorganisms to be tested. Dimethyl sulfoxide 

(DMSO), was used as a solvent  in  a single concentration of 1x10-

3 M to make the chemical solutions; this was aimed at studying its 

biological activity. The plates were kept in an incubator at 37 °C 

for a whole day. The compounds’ antibacterial activity was 

evaluated with regard to the size of the inhibition zone they 

produced against the particular strain of bacteria tested. The 

growth inhibition zone for each sample was determined by 

utilising the mean value obtained from three separate repetitions 

in order to reach a conclusion.                                        
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3. Results and Discussion 
3.1 Physical Characteristics and Elemental Examination 

Table 1 shows physical features and results of elemental analysis (C.H.N.O) examination and the organized compounds’ metal substances. 

 

Table 1. Physical properties and analytical statistics of ONMILA and its complexes 

 
3.2 N.M.R Spectra for the ONMILA Ligand 

1H-NMR spectrum in Figure 1 (500 MHz in DMSO-d6) showed 

numerous signals. A  carboxylic-OH low signal strength was seen 

at δ 11.85 ppm (s, 1H). The Pyridine ring showed multiplet signals 

at δ 7.7-7.21 (m, 3H) (Lee & McCarthy, 2019). A doublet peak at δ 

5.25, δ 5.22 (d, 1H) was due to CH-4 lactone ring. The signals at δ 

4.84, δ 4.73 (m, 2H) were assigned to CH-5, and the signals at δ 

3.79 (s, 2H) and δ 3.71 (t, 2H) were attributed to pyridine-CH2 and 

CH2-6 l-ascorbic acid moieties, while that at δ 2.73 (s, 3H), 2.45 (s, 

3H) were due to CH3- pyridine and CH3-N of 2-aminomethyl 

moieties. A single peak at δ 1.51 (s, 6H) ppm was attributed to 

(CH3)2 of 5,6-O-iso propylidene (Al-Noor et al., 2021). 

 
 

Figure 1. 1H-NMR spectrum of ONMILA. 

  

Empirical formula 

 

 

Colour 

 

 

M.wt M.P  

ºC 

Yield 

% 

 

 Rf              Element Analysis 

           Found (calcul.) %. 

Found 

(calcul.) 

 Metal  %  
 

C H N O 

ONMILA= C19H22O8N2 
Deep 

brown 
406.38 

127 80.47 
0.48 

56.15 

(55.93) 

5.45 

(5.31) 

6.89 

(6.94) 

31.49 

(31.7) 
 ــ  ـــــــ

[Co(L)Cl2(H2O)]H2O 
Reddish-

Brown 572.25 
151 74.71 

0.43 

39.87 

(39.49) 

4.57 

(4.59) 

4.88 

(4.67) 

27.95 

(27.81) 

10.29 

(9.74) 

[Ni(L)Cl2(H2O)]3H2O Olive 
608.04 

145 70.13 
0.41 

37.53 

(37.46) 

4.97 

(4.9) 

4.6 

(4.72) 

31.57 

(31.74) 

9.65 

(9.05) 

[Cu(L)Cl2(H2O)]H2O 
Deep 

green 
576.86 

187 82.36 
0.37 

39.55 

(39.71) 

4.54 

(4.42) 

4.85 

(4.54) 

27.73 

(27.9) 

11.01 

(11.24) 

[Zn(L)Cl(H2O)2]Cl.3H2O Pale brown 
632.74 

191 

D 
73.2 

0.40 

36.06 

(35.45) 

5.09 

(5.23) 

4.42 

(4.69) 

29.43 

(29.49) 

10.33 

(10.17) 

[Cd(L)Cl(H2O)2]Cl.2H2O 
Deep 

beige 
661.76 

173 

D 
65.68 

0.35 

34.48 

(33.9) 

4.56 

(4.47) 

4.23 

(4.29) 

29.01 

(29.25) 

16.98 

(16.42) 
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There was a carboxylic acid peak at 176.04 ppm in the 13C-

NMR spectrum as shown in Figure 2, with lactones ring carbon 

and pyridine (C=N) signal also present. Carbons (C-2 and C-3) were 

responsible for the two peaks at (137.22 and 142.71) ppm. There 

is a possibility that the "double bond that was conjugated from 

(C-1 to C-3)" shifted the (C-3) signal upfield (Lee & McCarthy, 

2019) while the signals in the range of )136,26-120.6( "ppm were 

dispensed to C=C" pyridine ring carbon atoms. The signals at 

(66.03) due to C10-N of 2-methylpyridine, and the peak at (55.95) 

were assigned to C9-N amino-methyl moieties, while the signals 

in the range of (73.6-66.03) ppm were assigned to (C5-C4) and 

(C5-C-6). C-C carbon atoms C-7 and C-8 were responsible for the 

signals at 33.81, 29.23, and 27.13 ppm respectively (Lee & 

McCarthy, 2019; Al-Noor et al., 2021). 

 
Figure 2. 13C-NMR spectrum of ONMILA. 

 

3.3 Mass Spectrum for ONMILA  

      It was discovered that the molecular ion top at (m/z+ 

=406.2) in the ligand's mass spectrum as described in Figure 3 

corresponded with (C19H22N2O8) (Ahmed et al., 2015; Gao, 

(2021). Scheme 2 summarises the pieces and their relative 

abundance. 

 

 
Figure 3. Mass spectrum of ONMILA. 
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Scheme 2. The fragmentation of ONMILA. 

 

3.4 Infrared Spectra of ONMILA and its Complexes 

A comparison of ONMILA (FT-IR) spectrum and its metal 

complexes (nickel complex, for example) is shown in Figure 4 and 

Figure 5 . Table 2 summarises the major I.R. bands and their 

potential assignments. The frequency of the essential wide band 

at 3429 cm-1, which may be attributed to the OH-carboxylic acid 

in the free ligand, did not change for any complexes in the range 

of 3435-3416 cm-1 (Waddai et al., 2015). A band that was 

produced at (1627) cm-1 and was ascribed to the (C=N) stretching 

vibration of pyridine-N was linked with u(C=C) altered in shape 

and moved to a lower frequency in all complexes in the range of 

(1611-1595) cm-1 (El-Sonbati et al., 2016; Naji, 2014). Broad 

bands at (3419, 3435, 3416, 3432, and 3422) cm-1 due to (O-H) 

stretching in conjunction with OH-carboxyl stretching and bands 

at (807, 861, 855, 869, and 874) cm-1 in Co(II), Cu(II), Ni(II),  Zn(II), 

and Cd(II) complexes respectively attributable to coordination 

water were found in all complexes (Waddai et al., 2015; Al-Farhan 

et al., 2021). The stretching vibration to the (C=O) ring of lactones 

was found at (1710) cm-1, with a slight frequency shift in the range 

(1695-1723) cm-1 due to it not being involved  in the coordination 

(Waddai et al., 2015; Radisavljević & Petrović, 2020). The 

stretching band (C=O)-carboxyl was found at (1685) cm-1 with a 

shape change and lower frequency in the range (1668-1653) cm-1 

caused by a complex framework with the metal ions (Lawal et al., 

2017). New weak bands displayed in all metal complexes spectra 

in the low-frequency range at (518-483) cm-1 and (477-446) cm-1) 

proved to bond (Kareem et al.;  Raman & Sobha, 

2010).                                                                                                          
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Table 2. Characteristics of FT-IR absorption bands of ONMILA and its complexes. 

s= sharp, m= medium, w= weak, b= broad, sh=shoulder 

 

 
Figure 4. FT-IR spectrum of ONMILA. 

 

 
Figure 5. FT-IR spectrum of Ni(II) complex with ONMILA. 

 

3.5 Electronic spectra 

Table 3 lists the electronic absorption bands. Uv-Visible 

spectrum of ONMILA revealed three absorptions as shown in 

Figure 6 - two at (261 nm, 38341 cm-1) and the other at (334 nm, 

29940 cm-1) due to the −*, and one at (411 nm, 24330 cm-1) 

attributable to the n−* transition (Ahmed et al., 2015). Two 

bands that emerged at 825 nm, 12121 cm-1 in Figure 7 electronic 

spectra for the Co-complex in ethanol solution were ascribed to 

the 4T1g→4A2g (2) and 4T1g→4T1g(p) (3) transitions of octahedral 

geometry (Ahmed et al., 2015). Using the diagram of Tanaba-

Sugano for the d7 arrangement of octahedral geometry, the 

Bcomplex (607.14) value as well as the position of 1 (9621 cm-1) 

were computed using the ratio of (3)/(2) (1.35). (Nisah et al., 

2021). The covalent nature is shown by the value of  (0.62). 

Three bands can be seen in the visible part of the Ni(II) complex's 

spectrum at (425 nm, 23512 cm-1) 3A2g→3T1g(P) (3), (702 nm, 

14226cm-1) 3A2g→3T1g(F) (2), the final one at (9183 cm-1) 
3A2g→3T2g(F), (1). On the Tanaba-Sugano diagram, the ratio of 

2/1 1.54, was used for the d8 octahedral complexes (Ahmed et 

al., 2016), Bcomplex (694.7), and  (0.67). Broadband at (760 nm, 

13157 cm-1) in the Cu(II) complex spectrum was due to the 
2Eg→2T2g transition, which is related to the Jahn-Teller distortion 

of the octahedral geometry (O'Toole et al., 2019). There was no 

visible bands in the Cd(II) and Zn(II) complexes spectra as 

described in Figures 8, 9; instead, there were only bands 

associated with charge transfer transitions (348 nm, 28735 cm-1) 

Zn(II) (321 nm, 31152 cm-1) When contrasted were free ligand, 

there was a presence of two bands at (237 nm, 42194 cm-1) and 

at (263 nm, 38022 cm-1) (Mutlu et al., 2020).        

                                         

 
Figure 6. Electronic spectrum of ONMILA. 

 

 
Figure 7. Electronic spectrum of ONMILA-Co(II)                                                                                                  

complex. 

 

Empirical formula 

OH 

Carbox., 

Hydrat. 

C=O 

lactone 

C=O 

Carbox. 

C=N 

C=C 

 

C-N 

pyridine 

δH2O 

aqua 
M-N M-O 

(L) ONMILA 3429,b 1710,m 1685,sh 1627,s 1155,m ـــ ـــ ـــ 

[Co(L)Cl2(H2O)]H2O 3419,b 1719,m 1653,s 1598,s 1118,m 807,w 518,w 454,w 

[Ni(L)Cl2(H2O)]3H2O 3435,b 1698,s 1668, m 1605,m 1125,w 861,w 483,w 446,w 

[Cu(L)Cl2(H2O)]H2O 3416,b 1714,m 1659,s 1611,s 1132,m 855,w 511,w 477,w 

[Zn(L)Cl(H2O)2]Cl.3H2O 3432,b 1723,s 1666,s 1609,m 1121,w 869,w 487,w 461,w 

[Cd(L)Cl(H2O)2]Cl.2H2O 3422,b 1695,s 1660,m 1605,m 1129,m 874,w 501,w 470,w 
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Figure 8. Electronic spectrum of ONMILA-Zn(II) Complex 

 

 
Figure 9. Electronic spectrum of ONMILA-Cd(II) Zn(II) 

complex. 

 

3.6 Magnetic measurements  
The magnetic moment’s values possessed by the complexes 

were used in order to ascertain the coordination of the metal ion. 

Due to the inherent orbital angular momentum, there is always a 

big orbital contribution in the ground state, and the effective 

magnetic moment at ambient temperature was between (4.7 and 

5.2 B.M.). The magnetic moment magnitude of the present 

complex, which was 4.83 B.M., suggested that the Co(II) complex 

in its high-spin form has the structure of an octahedron (Ahmed 

et al., 2016). The orbital contribution magnitude is what 

determines the greater range of values of magnetic moment (2.9-

3.4 B.M.) for the complex of a high-spin Ni(II). The magnetic 

moment obtained in this investigation, 3.16, was in the expected 

range like octahedral Ni(II) ions (Ahmed et al., 2016). The Cu(II) 

complex magnetic moment was 1.76 B.M., and it was rather near 

to the spin value expected for one unpaired electron at 1.73 B.M.. 

As a result, the Cu(II) complex has the structure of an octahedron 

(Mutlu et al., 2020; Padmaningrum et al., 2022). According to 

Sanchez-Lara et al., 2021, the diamagnetic magnetic moments 

values of the metal complexes Zn(II) and Cd(II) are equal to those 

of the (d10) configuration. Table 3 lists the magnetic moments that 

have been measured. 

 

3.7 Conductivity measurements  

All soluble complexes were dissolved in ethanol solvent ( 1x10-

3 M) at room temperature  and they showed molar conductivity 

values of (38.07 – 12.95) S.cm2. mol-1". The complexes of Co(II), 

Cu(II) and Ni(II) had low conductivity and a non-ionic structure 

(Ahmed et al., 2016) while the conductivity tests of Cd(II) and 

Zn(II) revealed them as electrolytes (Yoe & Jones, 1944). Table 3 

shows the conductivity values. 

 

Table 3. Electronic spectra of ONMILA and its metal complexes, measurements of Racah parameter B', nephelauxetic parameter , 

magnetic and conductivity values. 

Compound Band 

position 

nm 

Band 

position 

cm-1 

Assignments  B' 

cm-1 

 Ʌ.M 

S.cm2.mol-1 

eff 

B.M 

Proposed 

Structure 

ONMILA (L) 

261 

334 

411 

38341 

29940 

24330 

→* 

 

n→* 

 ــ  ـــ  
 ــ  ـــ

 ــ  ــ
 ــــ  

 

 ــ  ـــ ـــــــ  

 

 ــ  ــ ـــــ  ـــ ـــــــ  

L-Co(II) 
610 

825 

16393 

12121 

4T1g→4T1g(p) 
4T1g→4A2g 

607.14 0.62 
 

15.31 

 

4.83 

Octahedral 

Sp3d2 

L-Ni(II) 

425 

702 

1088 

23512 

14226 

9183  

3A2g→3T1g(p) 
3A2g→3T1g(F) 
3A2g→3T2g(F) 

694.7 0.67 

 

12.95 

 

3.16 
Octahedral 

Sp3d2 

L-Cu(II) 760 13157 2Eg→2T2g ــ   ــ ـ  ـ
16.02 1.76 Octahedral 

Sp3d2 

L-Zn(II) 348 28735 M-L.C.T ــ   ــ ـ  ـ
37.84 Dia. Octahedral 

Sp3d2 

L-Cd(II) 321 31152 M-L C.T ــ   ــ ـ  ـ
39.07 Dia. Octahedral 

Sp3d2 

C.T. = Ligand Field Charge Transfer 
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3.8 Proposed Molecular Structures of Prepared Complexes 

Earlier studies (Ahmed et al., 2016; Mutlu et al., 2020; Nisah 

et al., 2021; Padmaningrum et al., 2022) have examined the 

coordination sites available in the ligand and how they are  related 

to various metal ions. The spectroscopic and analytical results  

based on the molar ratio, elemental analysis metal contents, 

magnetic measurements and the molar electrical conductivity 

measurements, as well as the results of the 1H-NMR spectrum, 

the 13C-NMR spectrum, the UV-Vis spectra and the infrared (FT-

IR) spectra all indicated the complexes had octahedral geometry 

where the ligand behaved as tridentate  coordination process. 

The oxygen of the carbonyl group and two nitrogen atoms of the 

6-methyl-2-pyridylmethyl amine bound the ligand to metal ions in 

addition to water as aqua and chloro ion resulting in six donated 

atoms to the metal ions, Figures (10 and 11) describe the 

geometrical aspects of these compounds. There is a 1:1 mole ratio 

of M to L in these structures. 

 

Figure 10. The suggested structure of metals ion complexes with 

ONMILA.  

 

Figure 11. The proposed molecular 3D structure of ONMILA 

complexes. 

3.9 Biological activity 

 The in-vitro growth inhibitory ligand activities and their 

complexes on Gram (+) bacteria, such as Staphylococcus aureus 

and Streptococcus pyogenes and Gram (-) bacteria, namely 

Klebsiella pneumonia and E-coli, were investigated  using the 

spotted diffusion method. All of the substances exhibited a 

significant level of antibacterial activity when tested against the 

organisms in question. The Streptococcus pyogenes and 

Staphylococcus aureus were sensitive to the ligand and its 

complexes indicating that the  biological activity of the complexes 

ranged from moderate to high. The Cd(II) complex showed higher 

antibacterial activity, either E. coli or K. pneumonia. There was 

only a slight amount of activity with the ligand and the complexes 

of Co(II), Cu(II) and Ni(II) while Cu(II) and Zn(II) showed moderate 

activity. However, the Cd(II) complex showed higher antibacterial 

activity from either E. coli or K. pneumonia. The cause of this 

resistance is the bacteria that live in the colon. These bacteria 

exist as a single bacillus and have a thick shell that completely 

encases their cell. The high lipid content of this coating helps to 

prevent them from entering the cell, in contrast to the bacteria 

Staphylococcus aureus and Streptococcus pyogenes which lack 

this characteristic. They will have a reduced ability to withstand 

the effects of chemical and antibiotic chemicals that penetrate 

the inside of the bacterial cell (Shiekhzadeh et al., 2020; Abu-Dief 

et al., 2020). As a direct consequence of this, the chemical agents 

that were investigated had a more powerful inhibiting effect. 

Since the metal ions included inside metal complexes were 

lipophilic, metal complexes have a higher activity level than free 

ligands (Omotade et al., 2020). There is also the possibility that 

these complexes contain antibacterial capabilities which would 

stop the multiplication of microbes by blocking the active sites of 

the organisms (Xue et al., 2020). The impermeability of the 

microorganisms' cells or alterations in the ribosomes of the 

microbial cells determine the effectiveness of different complexes 

against the germs that have been tested (Abdel-Rahman et al., 

2016). According to Overtone's theory and chelation as described 

by Tweedy (1964), the metal ion polarity is significantly decreased 

during the chelation process because of overlaps of the ligand 

orbital and the slight sharing of the metal ion positive with donor 

groups. Additionally, the –electron delocalisation is magnified 

throughout the chelate sphere resulting in an increase in the 

lipophilicity of the complex. Through the process of chelation, the 

core metal atom becomes more lipophilic, which makes it 

possible for it to traverse the lipid layer of the cell membrane 

(Pang et al., 2019). Variations in the antibacterial activity are 

caused by the properties of metal ions as well as the cell 

membranes of the microorganisms. According to (Hameed et al., 

2021), cell wall function inhibition, cell membrane and nucleic 

acid generation are the four different modes of action that may 

be attributed to antibacterial medications. These data are 

presented in Table 4, and the graphical representation of the 

statistics may be seen in Figure 12. 

 

 

Figure 12. Statistical representation of antibacterial activity for 

ONMILA and its complexes. 
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Table 4. Inhibition area (mm) of the bacterial sensitivity (zone inhibition) to the compounds. 

Pathogenic Bacteria Compound 

E. coli G(-) K. pneumonia G(-) S. aureus G(+) Str. pyogenes G(+) 

+ +  ++  ++  Ligand (L)  

+ +  ++  +++  [Co(L)Cl2(H2O)]H2O 

+ +  +++  ++  [Ni(L)Cl2(H2O)]3H2O 

+  ++  +++  +++  [Cu(L)Cl2(H2O)]H2O 

 ++  ++  +++  ++  [Zn(L)Cl(H2O)2]Cl.3H2O 

 ++  +++  +++  +++  [Cd(L)Cl(H2O)2]Cl.2H2O 

Not: (6-9) mm = + (A bit active), (9-12) mm= ++ (Moderate active), 

(12-17) mm= +++ (High level of activity) 

 

4. Conclusion 

Spectroscopic analyses, such as elemental analysis, metal 

content, mass spectrum, 1H,13C-NMR, I.R., and UV-Vis, were 

used in this research to examine metal ions complexes of the new 

ligand. Conductivity measurements and magnetic susceptibility 

testing supported the octahedral geometry of all complexes. 

There was a 1:1 mole ratio of M to L in these structures. The 

biological activity of each chemical pointed to its antibacterial 

properties. 
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A NUMERICAL STUDY OF JOULE HEATING EFFECT IN ELECTRODEPOSITION PROCESS-CASE 
OF COPPER ELECTRODEPOSITION 
Watheq Naser Hussein1a*, Mohammed Ali Alshuraifi2a, Bashar Abid Hamza3a, and Raheem Aziz Hussein4b  
 

 

Abstract: The electrochemical process in the presence of heat dissipation effect (Joule heating effect) is highly detected in practical 

electroplating solutions such as 0.6 M CuSO4+0.5 M H2SO4 electrolyte, where currents passing through the cathode-anode-electrolyte 

increase temperature in the electrolyte and electrodes.  Due to the complex nature of such systems and the diversity of physics 

describing it, a theoretical approach of appearance for natural convection on vertical and horizontal sides of a cathode in the presence 

and absence of Joule effect under unsteady state condition was observed using Comsol Multiphysics. It was found that the onset of 

natural convection on a vertical side depends on the Joule effect, and the time (tn) for appearance is longer on the edges than in other 

areas.  The horizontal side of a cathode assists the appearance of natural convection in the presence and absence of the Joule effect. 

The Rayleigh (Ra) number has larger values on the vertical side than the horizontal side due to the effect of surface concentration 

distribution Cs. A Sherwood, Sh-Ra mathematical relation such that Sh=0.03Ra0.86 was proposed where natural convection had no 

pronounced effect on the deposition process. It was found that the Joule heating effect negatively affects the electrodeposition process 

by reducing the local current values. 

 

Keywords: Natural convection, buoyancy, comsol, rayleigh 

 
1. Introduction 

Electrochemical deposition reduces metal ions of more than 

one metal (alloy) on a well-prepared conducting surface substrate 

to protect against corrosion or obtain some useful properties 

(Lowenheim, 1977). Accordingly, the electrodeposition process is 

a type of surface engineering activity.  

Many factors affect the electrodeposition process, such as 

substrate morphology type, electrochemical properties, 

thermodynamic properties, and kinetic factors. Other factors 

affecting the solution-substrate interface include pH and 

temperature (Kanani, 2005; Lowenheim, 1977). In general, 

temperature can play several roles. The first is its effect on the 

solution through solubility, evaporation of the bath solution, 

stability of the solution constituents etc. The second effect is 

confined to the surface-solution interface, where increasing 

temperature increases the rate and efficiency of the 

electrodeposition process and reduces energy consumption 

(Gonçalves et al., 2021). The third relates to the electrodeposit 

properties, where previous studies suggest that increasing the 

temperature to 600C increases surface roughness or dendrite 

formation (Gonçalves et al., 2021; Jeon et al., 2022). Kwon et al. 

(2017) found that increasing temperature reduces the hardness 

of some deposits and increases the grain size.   

It is known that an electrochemical process is a rate process, 

meaning that the oxidation or the anodic process and the 

reduction of ions are sensitive to the surface temperature and 

mass transfer effect (Al-Duaij et al., 2017; Paunovic, 2006). Many 

electrochemical depositions take place at approximately constant 

temperatures of about 30oC. In electrodeposition, the works 

(pieces, load or cathode to be electrodeposited) is a batch 

process. As soon as a quantity of pieces is treated-

electrodeposited, another quantity is served for the process in a 

sequence. Depending on the requirements, this could be done 

within a work shift or more. Large electrical current values are 

used depending on the work area (the current density is 

determined by dividing the total current by the total load area, 

which is commonly used in the electrodeposition field). Since the 

current path from the bus bar to the solution is variable, there will 

be a potential drop accompanied by a heating dissipating 

mechanism or Joule heating effect. Joule heating or Ohm's law 

(Diogo et al., 2013) is a phenomenon that accompanies the 

passing of a current in a conductor and is proportional to the 

conductor’s resistance value.  

Figure 1 shows the resistivity values for some electrodes used 

in electrochemistry (Diogo et al., 2013). Zinc, steel, and cadmium 

deposition with lower conductivity values than copper and 

aluminium are widely used in many electroplating systems. 

Therefore, Joule heating is expected to have more effect for the 

same current value, eventually increasing solution and deposit 

layer or surface temperature.   
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Figure 1. Resistivity of some electrodes (Diogo et al., 2013) 

 

The process involves heat transfer between the electrodes or 

works and the solution, meaning the surface temperature is 

higher than the solution wherever the current is passing. 

Increasing the cathode surface’s temperature in the presence of 

dissolved species affects concentration distribution. Due to the 

density effect, the ions are intensified near the bottom of the 

solution, imparting a poverty zone in the upper layers of the 

solution. Therefore, the current distribution is affected, especially 

when the kinetics are concentration-dependent. Density variation 

within the solution induces free convection. This variation is 

either due to localized heating or the distribution of dissolved 

species. Natural convection depends on the object geometry and 

temperature difference between the hot surface and the colder 

fluid (Selman et al., 1971; Amir et al., 2019). 

Only a few studies consider the Joule heating effect on the 

electrodeposition process. Only the Laplace equation with heat 

transfer by conduction was solved without referring to the 

convection effect (Barvinschi, 2006). According to our knowledge, 

this is far from the industrial problem consideration regarding 

electrodeposition solutions. Schröter et al. (2002) showed that 

temperature gradient has a pronounced effect on convection 

near electrodes. Other concepts were used for other purposes 

(Hwang et al., 2019; Li et al., 2017). Other studies investigated 

conditions totally different from this study's focus and did not 

deal with complicated conditions (Selman et al., 1971; Amir et al., 

2019; Kawai et al., 2009). 

Natural convection appears due to the non-uniform density of 

the solution due to concentration or temperature differences. 

Therefore, in this study, a numerical approach was conducted to 

detect the Joule heating effect on the onset of natural convection 

via the concentration of the active species under an unsteady 

state process. The deposits' morphology, adherence, and porosity 

were not the subject of this study because these properties 

require experimental work and inspection. Unsteady state 

process best fits industrial applications, where the surface and 

solution temperature are variable as time proceeds, and 

increasing solution temperature is accompanied by some risks. 

The cooling process to maintain the temperature within the 

desired range using a cooling coil or jacket adds complexities to 

the economic considerations.  

This study assumed that: 1) the work received a constant 

value of current or current density (galvanostat); 2) the energy 

dissipation as heat (Joule effect) takes place only in the stagnant 

solution in absence of cooling process (i.e., insulated walls of the 

cell); 3) the evolution of deposit layer has no significant role in 

affecting the electrode’s surface temperature (thin layer); 4) the 

anodes have a larger area than the cathode, therefore, their joule 

heat effects are negligible; 5) Cu+2 is electrodeposited on cathode 

as the main reduction reaction; 6) H+ also is reduced on cathode; 

7) the initial temperature of the solution is 303 K. 

 

2. Numerical Simulation 
 

The electrochemical system in this study is very complex.  

There are several ions with different diffusivities, concentrations 

and charge numbers. A system might not be adequately studied, 

and experimental work for obtaining the relevant variables is 

difficult due to interactions between diffusion and electro-

migration flux, where both have the same direction. Moreover, 

there are more than two ions with different properties. This 

attribution conforms with (Volgin et al., 2009). 

  In this study, the Joule effect is used with applied current 

density on one side, and the other side is grounded. The general 

form handles and represents heat transfer (Holm and Jack, 2010). 
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For a constant thermal conductivity (within the range of 

temperatures estimated in this study and for ease of solution 

convergence), the following equation is used: 
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We consider the copper plating process (composed mainly of 

0.6 M CuSO4+0.5 M H2SO4) (Huang et al., 2019; Hussein, 2018) 

with an applied current density of 2 A/m2 . The cathode dimension 

is 15x40 cm, as shown in Figure 2. Electrolyte conductivity was 

approximated to 55 S/m. Unsteady state, laminar, and weakly 

incompressible flow were considered. Hence, the following forms 

of the Navier–Stokes and continuity equations are applicable: 
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The mass balance for the involved species can be represented 

by 

iii
i RCUJ

t

C
=++




   (6) 
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Since the solution was composed of 0.6 M CuSO4+0.5 M 

H2SO4 with a dissociation degree of 0.31 for HSO4  (Sakr et al., 

2013), the initial concentrations, cio, for C+2, H+, SO4
-2, and HSO-4 

are 0.6, 0.65, 0.75 and 0.35, respectively.  The flux at the electrode 

surface is (Kawai et al., 2009): 
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The transference number is given by  
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Electroeutrality is also applicable inside the solution:  

 

0= iiZC    (10)   

With zero velocity and no concentration effect, Equation 7 is 

reduced to 
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Equation 11 with appropriate boundary conditions can give 

the primary and secondary current distribution. The effect of 

mass transfer on current distribution is represented by tertiary 

current distribution: 

 

)/exp(./0 cb bCCjj −=        (12) 

The flux of the deposition process for Cu+2 ion at the cathode 

is given by 

 

ZFbCC
C

D cbCu
Cu /)/exp(./2

2 


−=



+

+

  (13) 

 

where  is the normal direction to the surface.                                                                                                      

 

Equation 12 is a modified Tafel equation used to estimate the 

mass transfer effect on current distribution. Using appropriate 

boundary conditions with the given values (Kawai et al., 2009), in 

addition to the Joule effect, Equations 3-12 also give velocity, 

temperature, and concentration distribution. It is assumed that 

the current value used in this study is less than the limiting current 

value. 

Figure 2. Configuration of the cell: A is the anode, and C is the 

cathode 

 

Due to temperature variation within the solution, the relation 

of solution density to concentration can be represented by the 

linear expression in terms of solute concentration. 

 

 −=
− n

i

ibii

b

bs CC )(



    (14) 

where 𝛼𝑖 is the densification coefficient (Kawai et al., 2009; 

Sakr et al., 2013) in m3/mol=0.14*10-3, 2.68*10-5,0  for Cu+2 and 

H+, respectively and =0 for SO4
-2 and HSO-

4.   

 

The numerical simulation is approached using COMSOL 6 

using time-dependent non-linear solver, element number of 

9215. The parameters such as exchange current density and initial 

concentration can be found in (Hussein, 2018). 

 

3. Results and Discussions 
Many variables were used in this study, such as temperature 

distribution in the cell, solution velocity due to electrochemical 

process and temperature variation, concentration distribution for 

each active ion, diffusion layer, and temperature dependency. 

Considering all of them was tedious and needed much work that 

could be covered in more than one article. Therefore, a few 

limitations were introduced as necessary.  

First, natural convection's appearance must be detected for 

both cases, with and without the Joule effect, as shown in Figure 

3. 

 



 

59 
 

Regular Issue Malaysian Journal of Science 

DOI:https//doi.org/10.22452/mjs.vol42no3.8 

Malaysian Journal of Science 42(3): 56-64 (October 2023) 

 

 

 

Figure 3. The onset of natural convection and diffusion flux: (a) without Joule effect at the midway of ad   

(b) with Joule effect at the midway of ad (c) without Joule effect at the midway of cd (d). with Joule effect at the midway of cd (e) 

diffusive flux at the midpoint of ad (f) diffusive flux at the midpoint of cd 

 

Figure 3a and Table 1 show that natural convection is absent 

without Joule effect on the vertical surface along ad. The onset of 

natural convection on ad needs a longer time to appear near the 

edges of the electrode compared to Figure 3b and Table 1. In the 

early stages, the diffusion and migration mass transfer prevailed 

(Figures 3d-3e), and the Cu+2 ions reduction is proportional to t0.5, 

according to the Sand equation (Xuegeng et al., 2008). As time 

proceeds to a certain value, a deviation from linear to a quasi-

steady state or equilibrium state of surface concentration is seen. 

At this stage, the buoyant force or natural convection becomes 

dominant. At the edges of the electrodes, the local current 

density intensified to a larger value than other points, and the 

(a) (b) 

(c) 

(e) (f) 

(d) 
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main component is the migration current. Accordingly, the edges 

needed a longer time for buoyancy to appear. In the case of the 

Joule effect, a higher temperature on the cathode surfaces 

created a graduated zone of temperature formation at the 

thermal boundary layer, assisting the appearance of buoyant 

forces, especially at the vertical electrode where the hot fluid 

motion was upwards against gravity. This behaviour coincided 

with the finding of (Xuegeng et al., 2008). The value differences 

are due to different cell configurations, process time, solution 

composition and temperature.  

The onset of buoyant forces with and without the Joule effect 

on the horizontal cd surface was detected (Figures 3c and 3d) and 

could be attributed to increasing Archimedes force. The 

Archimedes force exceeded the viscous force at time tn, leading 

to instability of the solution motion, where the force intensified 

in the vicinity of the surface ad. As the local current value 

increased, the time for the onset of buoyant force tn also 

increased due to the reasons explained above. Table 1 gives the 

tn values at a few positions of ad and cd. 

 

Table 1. Time of natural convection onset at selected 

positions 

Surface Position on 
electrode (cm) 

   Value of tn,(sec)0.5 

(δn, 10-5m) 

   
With Joule   
effect  

  without 

    
 
ad 

5 
7.5 
10 

37  (22)   
31.5 (19) 
33 (16.5) 

-------- 
-------- 
-------- 

 
cd 

20 
10 
5 

37 (13) 
36 (15) 
39 (21) 

35 (12) 
34 (13) 
33 (19) 

 

The critical Rayleigh number defined as the onset of natural 

convection, Rac is given by 

 

DgRa bsnc  /)( −=     (15) 

Here, ρs and ρb are the density values on the cathode surface 

and at the bulk, respectively, δn is diffusion layer thickness at time 

tn. 

 

(a) 

 

(b) 

 

 

(c) 

Figure 4. Relation of critical Rayleigh vs. critical diffusion layer at 
different time intervals: 

(a) ad with Joule effect (b) cd with Joule effect (c) cd without 
Joule effect 

 

Figure 4 shows that the Rac values are generally higher in the 

absence of the Joule effect on the horizontal surface cd (Figure 4 

c), which can be attributed to the larger values of surface 

concentration. The Rac values are approximately stabilized along 

the diffusion layer on the ad surface (Figure 4a). At the same time, 

Rac increased with increasing diffusion layer and was 

proportional to increasing time on the cd surface. Rac 

enhancement is generally clearly pronounced in the absence of 

the Joule effect, attributed to the lower surface concentration 

(higher local current, Figure 5). According to Table 1, the diffusion 

layer formed adjacent to cd is lower in the absence of the Joule 

effect than in its presence (see also Figure 6). Figure 5 shows 

approximately the same shape as the results obtained by Kawai 

et al. (2009) and Xue Geng et al. (2008). 
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(a) 

 

 
(b) 

 

Figure 5. Distribution of local current on the ad: 

(a) in the presence of the Joule effect (b) in the absence of the 

Joule effect 

 

Figure 6 shows the boundary layer evolution on ad and cd in 

the presence and absence of the Joule effect. 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

 
(d) 

 

Figure 6.  Evolution of diffusion layer δ: (a) with the Joule effect 

along ad starting from the bottom (b) without the Joule effect 

starting from the bottom along the same surface (c) with Joule 

effect along cd surface (d) without Joule effect along the same 

surface 
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Figure 6a shows that the diffusion layer values are uniformly 

distributed along the surface ad with increasing thickness as time 

proceeds due to the Cu+2 depletion. Figure 6b shows the same 

shape in the absence of the Joule effect, except that it is slightly 

lower than in Figure 6a. Figures 6c and 6d show the same trend 

for surface cd except for the thickness of the diffusion layer, 

where the Joule effect is slightly higher. This can be attributed to 

the larger amount of diffusive flux in the presence of the Joule 

effect or the temperature effect on the surface concentration 

distribution of Cu+2 ions and the resultant effect of viscous 

extension.   

Rayleigh can be correlated to Sherwood number through 

analogy concepts (Sang-Hyuk and Deok-Woon, 2006), where the 

attained relation from Figure 7 is Sh≈0.03Ra0.86 for ad and cd, 

where   

D

LK
Sh

.
=        (16) 

 

)(

)1(

sb CCnF

jt
K

−

−
=       (17) 

                                                                                                                                                 

Other relations can be found in (Duchanoy et al., 2000; Xue 

Geng et al., 2008). 

Generally, Rayleigh has a higher value on the vertical side ad 

than cd with enhanced mass transfer value. This observation 

confirms the findings mentioned above.  

The convective force increased along ad and cd surfaces as an 

exponential function while the diffusive flux decreased (Figures 

3e-3f). Figure 8 shows the velocity field after 1000 sec, 

representing approximately the onset of buoyant forces (Table 1), 

where the vortices are gathered near the vertical surface from the 

bottom. The vortices increase as the time passes 1200 sec and so 

on. 

Finally, Figure 9 shows the surface temperature plot, where 

the surface temperature facing the anode increases as time 

proceeds due to the Joule effect and has larger values than other 

areas. 

 

 
(a) 

 

 
(b) 

Figure 7. Sherwood-Rayleigh relationship: (a) ad surface (b) cd 
surface 

 

(a) 

 

(b) 

Figure 8. Velocity field after (a) 1000 sec (b) 1200 sec 

 

 

 

 

 

Sh
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(a) 

 
(i) 

 
(ii) 

(b) 

 
(iii) 

 
(iv) 

Figure 9.  (a) Surface temperature plot: (i) after 1000 sec (ii) after 1200 sec 

(b) Temperature plot: (iii) on ad (iv) on cd 

 

5. Conclusion 

In this study, based on the given working conditions: 

1. The appearance of natural convection was detected on the 

vertical side in the presence of the Joule effect, while there 

is no such appearance in its absence. 

2. On the lower side of the horizontal electrode, natural 

convection appeared both with and without the Joule effect. 

3. Ra has larger values on the ad surface than horizontal cd.  

4. The Sherwood relation with Ra is of an exponential form on 

both surfaces, ad and cd. 

5. Natural convection took longer to appear on the parts 

receiving higher currents.  

6. The solution temperature raised due to the Joule effect; it 

was smaller than on the cathode surface, in particular, the 

one facing the anode. 

7. The onset of natural convection had a small effect on the 

electrodeposition process. 

8. The Joule effect reduced the speed of the electrodeposition 

process due to lower current at the specified surface.  
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NEUTRON INDUCED 55Mn REACTION IN THE ENERGY RANGE 0.001MeV TO 40MeV 
A. K. M. Rezaur Rahman1a*, Taslim Hoque Happy2a, Mustofa Khalid Ovi3a, Abdul Awal4b, Mark Anthony Bromuela5a, MD. 
Jubayer Rahman Akhand6c, Shyamal Ranjan Chakraborty7a, and A. K. M. Moinul Haque Meaze8a  
 

 

Abstract: Neutron induced 55Mn reactions were evaluated in the energy range 0.001 MeV to 40 MeV using TALYS 1.95 computer code. 
During this evaluation, local and global parameterisations of Koning and Delaroche were used in nuclear optical model. Comparisons were 
made with experimental data, collected from EXFOR and other sources. Some optical model parameters (OMP) were needed to be 
adjusted for better agreement between theoretical calculations and experimental findings. Various evaluated libraries such as ENDF, 
JENDL etc. were checked and compared with our evaluation. TALYS evaluation showed better agreement when parameters were adjusted. 
 

 

Keywords: Neutron cross section, manganese, optical model, TALYS, nuclear data evaluation 

 
1. Introduction 

Application of developed nuclear science that has and will 

have an important impact on society – nuclear energy, medicine, 

security, material characterisation, geological exploration, 

radiation safety and protection and the promise of fusion energy 

(Plompen et al. 2020). Accurate nuclear cross section data that 

need to be provided to predict the tritium breeding capability, 

assess the shielding efficiency, estimate the nuclear power 

generated in the system, and produce activation and radiation 

damaged data for the irradiated materials/components (Fischer 

et al. 2018).  The new evaluated nuclear data plays an efficient 

role in nuclear technology (Rahman & Awal 2020; Rahman et al. 

2019; Lorenz & Schmidt, 1986). Evaluation of nuclear data is a 

continuous process and the evaluation of cross-section data is 

very important for those who have experimental difficulty and are 

hopeless for measuring the cross-section data (Rahman& Zubair 

2020a; Rahman 2012a). So, the cross-section evaluation for 

materials has special importance in systematic use of neutron 

induced reaction cross-section. (Rahman 2012b). In nuclear data 

evaluations, theoretical calculation is essential and the evaluated 

data from the theoretical calculation plays an important role on 

their applications to fusion reactor neutronics. Precise data on 

cross sections are needed for comprehensive computer modeling 

for future experiments. Success of many nuclear research 

programs depends on the quality of nuclear database (Rahman & 

Zubair 2020b; Reshid 2013; Shibata1989). 

 

Manganese is a very hard, brittle, grey-white transitional 

metal that has only one stable isotope 55Mn with 100% 

abundance. It is a nutritional inorganic trace element required for 

a variety of physiological processes including development, 

antioxidant defenses, reproduction and neuronal function 

(Horning et al. 2015; Kwakye 2015). It is a key component of 

aluminium copper alloys which is widely used in accelerator 

technology, fission and fusion devices as structural materials, 

dosimeter materials, control module etc. Manganese is also 

essential for anti-tumor immune responses (Lv et al. 2020). At 

present, 85% to 90% stainless steel contains around 2% of 

manganese. Many radioactive isotopes are produced from 

n+55Mn reactions like 54Mn, 56Mn, 55Mn, 51Cr. Cancer can be 

obstructed by summing some manganese supplements in daily 

diet. Manganese has also displayed ability in controlling the 

balance of sugar in human blood by normalizing insulin synthesis 

and secretion and can prevent diabetes (Kaziet al. 2008).  Al-Mn 

alloys are possibly the most important of the non-age hardenable 

alloys of aluminium and generally contain between 0.25 to 1.25% 

Mn (Zamin 1981). Cu–Al–Mn alloys are well-known types of shape 

memory alloys introduced to technological use (Canbay et al. 

2014). 

 

Accurate neutron capture cross-sections of 55Mn are 

important for reactor design in view of its use as an alloy 

structural material. Cross-section data provide important 

information of various kinds of actions and these data can be used 

for different types of researches. Data evaluation of 55Mn is very 

essential for the design of nuclear device and many features are 
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currently placed on it for using fusion reactor neutronics (Shibata 

1989). 55Mn is used as an alloy of structural material in which 

accurate capture cross-section is necessary for the future of 

reactors. Reliable estimation of the activation levels of 

manganese is needed to support critical safety analyses (Barough 

et al. 2017). In nuclear data evaluations, theoretical calculation is 

essential and the evaluated data from the theoretical calculation 

play an important role on their applications to fusion reactor 

neutronics. 

 

Experimental nuclear data are stored in the EXFOR database. 

Collection of nuclear data from nuclear models is subject to 

uncertainties, coming from the imperfect knowledge of model 

parameters or the models themselves. These two sources need to 

be combined. An isotopic evaluation results in a probability 

distribution for the observables of a (usually) neutron induced 

reaction on that isotope. The most probable solution is the 

evaluation of nuclear data, while the full probability distribution 

is often missing. Nevertheless, this is often the case for many of 

the world libraries, the evaluated file is the evaluators’ “best 

shot”(Koning 2015). 

 

In our current research, we aim to analyze the nature of 

nuclear reaction for n+55Mn in the energy range 0.001MeV to 40 

MeV. The experimental values from EXFOR data file of INDC of 

IAEA and evaluated values from various data libraries are to be 

used for evaluation purpose. Reaction channels and production 

routes are also analyzed. Discrepancies will be mitigated by 

adjusting the parameters of necessary nuclear model(s). 

 

2. Theoretical Model and Evaluation Tool 
 

TALYS is the modern nuclear data evaluation code system 

(Koning 2015). It is a software for the simulation of nuclear 

reactions and a versatile tool to analyze basic microscopic 

experiments. This code is used to generate nuclear data for all 

open channels in the fast neutron energy region, that is, beyond 

the resonance region. In situations where experimental data are 

unavailable, TALYS is used for the prediction and extrapolation of 

data (Koning & Rochman, 2012). The objective of TALYS is to 

provide a complete simulation of nuclear reactions in the 1 KeV-

200MeV energy range, through an optimal combination of 

reliable nuclear models, flexibility and user-friendliness. 

 

Optical model returns a prediction for the basic observable, 

namely the elastic angular distribution as well as polarization, the 

reaction and total cross section and for low energies, the s, p-

wave strength functions and the potential scattering radius R′. 

When enough experimental scattering data of a certain nucleus 

are available, a so called local OMP can be constructed. TALYS 

retrieves all the parameters v1, v2, etc. of these local OMP 

automatically from the nuclear structure and model parameter 

database. The global neutron OMP, validated for 0.001 ≤ E ≤ 

200MeV and 24 ≤ A ≤ 209. 

 

Pre-equilibrium emission takes place after the first stage of 

the reaction but long before statistical equilibrium of the 

compound nucleus is attained. It is imagined that the incident 

particle step-by-step creates more complex states in the 

compound system and gradually loses its memory of the initial 

energy and direction. Pre-equilibrium processes cover a sizable 

part of the reaction cross section for incident energies between 

10 and (at least) 200MeV. Pre-equilibrium reactions have been 

modeled both classically and quantum-mechanically and both are 

included in TALYS. 

 

Various models for direct reactions are included in the 

program: DWBA for spherical nuclides, coupled-channels for 

deformed nuclides, the weak-coupling model for odd nuclei, and 

also a giant resonance contribution to the continuum. In all cases, 

TALYS drives the ECIS-06 code to perform the calculations. The 

results are presented as discrete state cross sections and angular 

distributions, or as contributions to the continuum. 

 

During this calculation, local and global parameterisations of 

Koning and Delaroche were used (Koning & Delaroche 2003). The 

parameter set are given below, where, the units are in fm: 

 

 𝑟𝑣 =  1.3039 −  0.4054 𝐴−1 3⁄  (1) 

 𝑎𝑣 =  0.6778 −  1.487 × 10−4 𝐴 (2) 

 𝑟𝐷  =  1.3424 −  0.01585 𝐴1 3⁄  

 

(3) 

 𝑎𝐷  =  0.5446 −  1.656 × 10−4 𝐴 

 

(4) 

 𝑟𝑆𝑂 =  1.1854 −  0.647 𝐴−1 3⁄  

 

(5) 

 𝑎𝑆𝑂 =  0.59 (6) 
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3. Results and Discussions 
Based on our evaluation, the reaction grid for n +55Mn is 

shown in Fig. 1. Different reaction channels, residual production 

and production routes of residual production are tabulated in 

Table 1. 

 

 
Figure 1. Main reaction grid for n+55Mn reaction. 

 
Table 1. Table for residue particle product, reaction channels, 

and most probable routes according to this work. 

Sl. 
No. 

Reaction 
Channel 

Half-life 
of 

Residue 
Particle 

Residue 
Particle 

Production 
Routes 

Most 
Probable 

Route 

1 
55Mn (n, g) 

56Mn 
2.5789 hr (n,g) (n, g) 

2 
55Mn (n, 
inl) 55Mn 

Stable (n, inl) (n, inl) 

3 
55Mn (n, 
2n) 54Mn 

312.12 d (n, 2n) (n, 2n) 

4 
55Mn (n, p) 

55Cr 
3.4967 

min 
(n, p) (n, p) 

5 
55Mn (n, d) 

54Cr 
Stable (n, d) (n, np) 

   (n, np)  

6 
55Mn (n, t) 

53Cr 
Stable (n, t) (n, 2np) 

   (n, nd)  

   (n, 2np)  

7 
55Mn (n, 
3He) 53V 

1.6 min (n, he3) (n, n2p) 

   (n, pd)  

   (n, n2p)  

8 
55Mn (n, α) 

52V 
3.7433 

min 
(n, α) (n, α) 

 

In the grid, only main reactions are considered. There are lots 

of isotopes of manganese, among them only 55Mn is the stable 

isotope with 100% abundance and the others are radioisotopes, 

like: 46Mn, 47Mn, 48Mn, 49Mn, 50Mn, 51Mn, 52Mn, 54Mn, 56Mn, 57Mn. 

These radioactive isotopes emit β (β+, β-) particles with the half-

life of 36.2ms to 312.12 days. From n+55Mn reaction many 

isotopes are produced, the most significant isotopes we 

considered here, 54Mn, 56Mn, 55Mn, 51Cr, 52Cr, 49V, 51V, and 48Ti. 

 

All sorts of reaction processes happened in n+55Mn reaction 

are shown in Fig. 2. It is seen that the cross-section data of non-

elastic, elastic, shape-elastic and reaction cross-section value are 

quite closer to the total cross-section data; with some fluctuation, 

they have significant cross-section data in both low and high 

energies. 

 

The cross-section value of compound non-elastic cross-

section for n + 55Mn is too low at the higher energy range. It has 

been seen that, between the energy ranges 1 MeV to 10 MeV, 

cross-section values of compound non-elastic cross-section are 

increasing slowly to the higher energy range, but it is damping 

about the energy range 15 MeV (about 900 mb). The cross-section 

values of the compound elastic cross-section for n + 55Mn are 

reduced to zero in the energy range between 10 MeV to 15 MeV, 

while its lower energy range contains momentous cross-section 

data. Direct reaction process starts after 0.2 MeV and reaches 

maxima around 2 MeV (about 116 mb). Then it reduces slowly. 

Pre-equilibrium reaction begins at 3 MeV. For Pre-equilibrium, 

cross section rises rapidly, immediately after the straight point. 

Pre-equilibrium process rapidly ascends toward its flat maxima 

(about 700 mb) around 30 MeV. 
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Figure 2. Various scattering and reaction cross-section from n + 55Mn reaction. 

 
The default model used by TALYS is the two-component 

exciton model with collision probabilities based on the effective 

squared matrix element. To fit experimental data, the model 

parameters can be adjusted via adjustable parameters through 

different keywords. The rvadjust is a multiplier to adjust the OMP 

parameter rv which has default value 1.0 for all nuclei. We 

changed its value to 1.0502 for 55Mn for better agreement with 

experimental values. Multiplier to adjust the OMP parameter av is 

avadjust which has default value 1.0. We have changed its value 

0.8199 for better agreement with experimental values. These 

changes are tabulated in Table 2. 

Table 2. Table for showing OMP values 

Calculation 

Type 

Rvadjust Avadjust 

Default 1.0 1.0 

Adjusted 1.0502 0.8199 

 

For adjusting our parameters to the desired values above, 

multiple reruns on TALYS were made with new and better values 

as to fit with the experimental plots. The values were chosen as 

prescribed by Eqns. (1-2). All other parameter values were kept 

default in TALYS. The values were given up to four decimal figures 

for accuracy which we deemed fitting sufficiently such 

experimental plots. 
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3.1 Total Scattering Cross-Section 

From Fig. 3, we compared our calculated values of total 

scattering cross-section for n+55Mn reaction with the 

experimental and evaluated values which were collected from 

EXFOR and ENDF. Fig. 3 shows that both the experimental and 

evaluated data show several fluctuations in structure below 0.1 

MeV. From this present work we can observe that after 2MeV, 

our calculated values of total Scattering cross-section have a good 

agreement to the cross-section data of different sources and we 

can also see that there is much resonance at lower energy range 

region. Calculated data with default parameters do not match 

with experimental values at 0.01MeV. At 0.01MeV, the total 

scattering cross section is up to 25000 mb (Cote et al 1964). 

According to calculated values with default parameters, the total 

scattering cross section is around 30000mb. So, adjustment is 

made. After adjustment, our calculated values pass through the 

experimental data at 0.01 MeV – 0.3MeV region. But, the 

fluctuation in this region could not be well produced. There is no 

experimental and evaluated cross-section values from 0.3MeV to 

2MeV as far as we have searched. 

 

 

 
Figure 3. The comparison graph between experimental data, evaluated data and calculated values of total cross-section for n + 55Mn 

reaction. 
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3.2 Neutron Elastic Scattering Cross-Section 

Neutron elastic scattering cross sections for 55Mn are 

calculated from 0.01MeV, and comparison is made between the 

experimental and evaluated data. Fig. 4 shows the comparison 

with experimental values and with evaluated values from ENDF. 

At very low neutron energy (0.01 MeV) our calculated data with 

default parameters do not match with experimental values.  So 

we adjusted parameters. At 0.1 MeV, the elastic cross section is 

more than 6000 mb. But its values decline rapidly with energy. At 

low energy region (0.2 MeV-0.6MeV) calculation with default 

parameters shows a little bit higher cross sections. The calculation 

with parameter adjustment makes the agreement better with 

experimental values in that region. The pattern of the 

experimental and theoretical curves agrees with each other and 

the calculated value passes through the evaluated and 

experimental data at 1MeV-100MeV region. From this present 

work, it has been noticed that there are high resonances in the 

lower energy range and our calculated values have quite good 

similarity to the experimental values at the higher energy range 

and pass through the resonance region. 

 

 
Figure 4. The elastic scattering cross-sectionfor n + 55Mn reaction. 
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3.3 Total Neutron Production Cross-Section 

From Fig. 5, we have compared our present work for 

calculated total neutron production of n+55Mn reaction with the 

experimental and evaluated values which are collected from 

different sources. In the energy region 0.1MeV-1 MeV calculated 

data with default parameters do not match with evaluated and 

experimental values. But the calculated curve with adjusted 

parameters passes through the evaluated and experimental data.  

From this present work it has been observed that the 

experimental and evaluated values of total neutron production 

cross-section have good agreement with our calculated values 

with adjusted parameters at lower energy range, except the 

experimental values of Fujita et al. (1972) and Thomson (1963). 

There is no experimental and evaluated values at higher energy 

range as far as we searched. At 10MeV, the total neutron 

production cross-section is more than 1250 mb. At 10MeV – 20 

MeV, its value inclines with energy. There is a flat valley in the 

curve at 50MeV-100MeV region according to our calculated 

values. 

 

 
 

Figure 5. The comparison graph between experimental data, evaluated data and calculated data value of total neutron production 

cross-section for n + 55Mn reaction. 
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3.4 Total Proton Production Cross-Section 

From Fig. 6, we compared our calculated values of total 

proton production for n + 55Mn reaction with the experimental 

and evaluated values which are collected from different 

experimental and evaluated sources. From this present work, it 

has been seen that our calculated values are almost similar to the 

experimental and evaluated values. We did not find any cross-

section value at higher energy range as far as we searched as well 

as at the lower energy range, most of the experimental values 

were found between 6 MeV to 15 MeV. We can see that at the 

lower energy range our calculated values have good agreement 

with evaluated and experimental values we collected for the total 

proton production for n + 55Mn reaction. 

 

 
Figure 6. Comparison graph of total proton production from n+55Mn reaction. 

 

By adjusting the parameters, we have increased the value of 

the real potential (rv) and decreased the diffuseness parameter 

(av) for probability of interactional decrease. As a result, the 

excitation function with adjusted parameters comes closer to the 

experimental values. 

 

4. Conclusion 

We know, cross-section data of 55Mn are used for reactor or 

nuclear device designing, safety analysis or different types of 

research. We compared our evaluated cross-section values with 

different experimental and evaluated data values from different 

sources. The present evaluation with default parameters agrees 

well with evaluated and experimental data except for 0.01 – 10 

MeV region. For better agreement, hence, geometrical and 

diffuseness parameters of optical model are adjusted so that 

more accurate data can be used for application if experimental 

data are unavailable. 

 

Our evaluation shows that among all scattering and reaction 

cross-sections for n+55Mn reaction, the cross-section data of non-

elastic, elastic-scattering, shape-elastic scattering and reaction 

cross-section are nearly equal to the total cross-section data 

values with some fluctuation and they have effective cross-

section data in both low and high energy ranges too. Our 

calculated total and elastic cross section values with adjusted 

parameters agree well with experimental values in the overall 

investigated energy range. Experimental and evaluated cross-

section data at lower energy range have good agreement with our 

calculated cross-section data with adjusted parameters of total 

neutron production for n+55Mn. At the lower energy range, our 

calculated values of total proton production data with adjusted 

parameters for n+55Mn reaction are also in good agreement with 

evaluated and experimental cross-section values. 
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POINT CLOUD SIMPLIFICATION METHOD BASED ON IMPROVED FUZZY C-MEANS WITH 
AUTOMATIC NUMBER OF CLUSTERS 
Siti Nur Athirah Adibah Maiddin1a and Normi Abdul Hadi2a* 
 

 

Abstract: The essence of the point cloud is to express geometric information about objects by getting discrete coordinates on their 

surfaces. However, with a million points, this data may record redundant details in which it is needless to be kept for the model’s 

analysis. In addition, there is also a limitation where the processors cannot process the large-size datasets. The point cloud 

simplification algorithm was developed to solve the stated obstacles in data processing. Numerous algorithms have been published to 

produce the best methods for data reduction process. Since the simplification process might eliminate essential features of the data, 

this study introduces the features preservation process to keep the important points before the simplification. This study employed the 

Fuzzy C-Means (FCM) algorithms for the simplification stage due to their simplicity and ability to generate an accurate result. 

Regardless, the FCM still suffers from drawbacks, where their initial cluster centres are prone to fall into local optima. This study 

improved the FCM by employing the Score and Minimum Distance (SMD) to determine the number of clusters and cluster centres. The 

SMD is enhanced by changing the Gaussian to Cosine kernel function to increase the accuracy. This new technique is named SMD(C)-

IFCM. The method was then applied to the 3D point cloud of a box, cup, and Stanford bunny. The performance of the developed 

method was compared with the original SMD-FCM and SMD-IFCM for the percentage of the simplified data, error evaluation, and 

processing time. The result and analysis showed that the developed method had the best score, which was six (6) out of nine (9) 

measurements, compared to the other two methods with scores of one (1) and two (2) respectively. This score suggests that the 

developed algorithm successfully reduced the error evaluation and the processing time to generate the output. 

 

Keywords: Point cloud simplification, fuzzy C-means, automatic number of cluster, and preservation strong features 

 
1. Introduction 

A point cloud can be described as a collection of data points 

arranged in space. A three-dimensional (3D) structure or object 

might be represented by points, each with its Cartesian 

coordinate, which illustrates each point position (Wang & Kim, 

2019). The source of point clouds can be from a 3D scanner or a 

photogrammetry software, and other devices. 

 

Point clouds are used for various applications, including 

creating 3D Computer-Aided Design (CAD) models for 

manufactured components, metrology and quality inspection, 

and a variety of visualisation, animation, rendering, and mass 

customisation. In order to ensure that the result is reliable for 

later applications, the process of point cloud simulation must be 

precise (Hadi & Alias, 2019). However, by creating thousands of 

point clouds for each data set, the procedure of point cloud 

analysis might face some interference. Moreover, storage space 

and the processing time in analysing the point clouds are likely to 

be vast and prolonged, and a standard processor such as a laptop 

will reach its memory bottleneck. Removing random data from 

the dataset may eliminate the essential features of the data and 

give misleading information. It is crucial to preserve the features 

of an object since it gives measurements that specify the 

characteristics of an object (S. A. Halim et al., 2021). 

 

On that account, the technique of point cloud simplification 

was introduced to eliminate duplicate data points and reserve the 

essential and meaningful point position (Mahdaoui & Sbai, 2020). 

Based on the literature, simplification algorithm can be done 

using two approaches of creating polygonal networks on the point 

cloud data or using geometric details. However, several studies 

focused on the second approach as setting up polygonal networks 

can be extremely expensive in calculation and storage. The 

clustering process can be a handy approach in differentiating the 

necessary spots in the point cloud data sets. 

 

Accordingly, several clustering approaches have been 

published to simplify the point clouds while guaranteeing that the 

results will be accurate. One of the methods in data clustering 

that many researchers utilised was the Fuzzy C Means (FCM) 

algorithm, because it was proven to give satisfactory results. 

However, FCM still encountered drawbacks as their initial cluster 

centre was unstable, making it easy to fall into local optimal 
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2020). Considering that, the clustering results can be inaccurate. 

Therefore, improvement steps need to be done in the FCM to 

make the clustering process more trustworthy. 

 

Another stumbling block discovered in the FCM is that most 

of the existing methods used random cluster numbers and did not 

preserve the essential features, significantly influencing the 

simplification results. Thus, this can make the algorithm remove a 

wrong point cloud instead, and consequently, the output of the 

simplified point clouds could be unreliable. 

 

Therefore, this study improves the simplification method by 

generating an automatic number of clusters by utilising the Score 

and Minimum Distance of the Point Clouds (SMD). The SMD 

model by He et al. (2019) became the chosen method since it is 

an established technique in scoring each point cloud based on the 

density function in getting an optimal number of clusters. Rating 

the point clouds is the best conceptual method in generating the 

number of clusters. In addition, the method is also considered the 

theory of minimum distance as the cluster centres should not be 

close to each other to avoid unnecessary cluster creation.  

 

Moreover, the original SMD is improved by changing the 

Gaussian Kernel Function to Cosine Kernel Function, which has a 

higher accuracy, and the feature-preservation process is done 

before the simplification. This improvement can reduce errors 

from the wrong clustering process caused by a random number of 

clusters. Consequently, the output of a simplified algorithm can 

be more reliable as this process only retains an important point 

position. The formulation of the cluster number can make the 

whole process done automatically. The following are the study's 

main contributions: 

 

1) The number of cluster centres can be generated 

automatically without needing a user to decide 

beforehand. The SMD model is embedded into the 

algorithm, which will give the number of clusters and 

initial cluster centres that can overcome the drawbacks 

of FCM.  

2)     The algorithm also includes the techniques of preserving 

strong feature information of the point cloud, before 

being divided through the FCM. Consequently, the 

output of the simplification is the reduced point cloud 

data with the features reserved.  

3)    The discussion analysis has shown that the algorithm is   

effective to some extent.  

 

The flow of this paper is organized by section. Section 2 

reviews some works on the point cloud simplification and the 

FCM. The steps taken in the developed algorithm are illustrated 

in Section 3. The following section is where the result and 

discussion of the three datasets occurred. Lastly, the summary of 

this study and the suggested further direction can be found in 

Section 5. 

 

2. Literature Review   
A considerable amount of literature has been published on 

point cloud simplification. Among these papers, Xuan et al. (2018) 

described that point cloud simplification is a process that needs 

to be done to remove the redundant points while retaining the 

main geometric features of the object. Scanning the surface of a 

physical object using a 3D technology could produce a massive 

number of point clouds (Halim et al., 2017; Leal et al., 2017).   

 

Thus, to reduce the storage and computing problems, the 

point cloud simplification process plays an important role. In 

short, point cloud simplification can be defined as a process to 

eliminate duplicate data points while selecting important and 

meaningful 3D points (Mahdaoui & Sbai, 2020). In general, Wu et 

al. (2021) stated that there are two categories of point cloud 

simplification methods: (i) mesh-based, and (ii) mesh-free. The 

authors explained that mesh-based methods were constructed to 

set up polygonal networks on the point cloud data and cut down 

the point connectivity information. Meanwhile, the mesh-free 

approaches seek to assess the local neighbour information of 

cloud points and resample important spots among original point 

cloud data using geometric information. However, mesh-based 

methods are suffering from extreme complexity of computational 

issues since these approaches require geometric and topological 

computation (Ji et al., 2019; Wu et al., 2021). For that reason, the 

main focus of this research is to simplify the point cloud data using 

mesh-free methods or, more precisely, clustering algorithms. 

 

Most previous studies defined clustering as a process of 

dividing a set of data into clusters so that images in the same 

cluster are as similar as possible, while images from other clusters 

are as distinct as possible (Askari, 2021; Zhang et al., 2020). 

Mahdaoui & Sbai, (2020) described clustering as statistical 

dissection techniques used to categorise raw data into 

homogeneous groups. According to Askari (2021), clustering 

methods are classified into many types such as cluster-centric 

algorithms, K-means, and FCM, which determine the centres of 

groupings of data points using distance to measure similarity and 

dissimilarity. Density-based clustering could also mark adjacent 

data points with a particular concentration into a single cluster 

based on pre-set density and neighbourhood criteria. 

 

Nevertheless, Askari (2021) also stated that FCM is preferred 

by many researchers as the method used in data clustering. This 

view is supported by Zhang et al. (2020), who said that FCM 

developed from fuzzy logic is one of the most outstanding 

clustering methods due to its simplicity and efficacy. Despite that, 

the FCM still suffers from certain drawbacks that the researchers 

are still interested in solving. The literature review by Askari 

(2021) stated that the FCM is extremely sensitive to noise, 

outliers, and cluster size. The authors explained that there was no 

specific calculation to filter out the noise and outliers from 

necessary points since all data points equally contribute to the 

estimation of cluster centres which affects the actual structures 

of the point cloud objects.  
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The FCM could be bad in clustering due to the random initial 

cluster centres. Therefore, several modifications have been made 

to the FCM algorithm by combining it with other models, such as 

Gravitational Search Algorithm (GSA) (Yang et al., 2020), Particle 

Swarm Optimization (PSO) algorithm (Siringoringo & Jamaluddin, 

2019), and Artificial Bee Colony algorithm (Alomoush et al., 2021).  

 

As stated before, the FCM is the most well-known method 

among researchers. However, there is a lack of literature that tries 

to generate an optimal number of clusters for fuzzy clustering in 

the point cloud simplification process. Nearly all studies used an 

arbitrary number of clusters that had to be decided by the 

researchers beforehand (Leal et al., 2017).Therefore, this study 

has developed a method to estimate an automatic number of 

clusters by adopting the Score and Minimum Distance of the Point 

Clouds (SMD) technique by He et al. (2019). 

 

3. Methodology 
Figure 1 below illustrates the point simplification algorithm 

used in this study: 

 

Figure 1. Flowchart of the developed point cloud simplification 

algorithm. 

 

3.1 Input Point Cloud Datasets 

This study uses three different datasets for experimental 

verification purposes: (i) box, (ii) cup, and (iii) Stanford bunny 

obtained from the PointCleanNet database. 

 

3.2 Calculation of Geometric Information 

Preserving point cloud features requires the spatial 

coordinate value of the point cloud and the geometric 

information, which are normal vector and point curvature. 

However, Yang et al. (2020) added angle entropy and point cloud 

density as an additional information. 

 

3.2.1 Point Cloud Normal Vector and Curvature Estimation 

The Normal vector is calculated using the Principal 

Component Analysis (PCA). PCA is built by the covariance matrix 

using the neighbourhood information. 

 

Equations (1) and (2) below illustrate the formula used for 

kNN and PCA models for a given point 𝑝(𝑥, 𝑦, 𝑧), respectively.  

 

𝑑 = √(𝑥𝑎 − 𝑥𝑏)
2 + (𝑦𝑎 − 𝑦𝑏)

2 + (𝑧𝑎 − 𝑧𝑏)
2 (1) 

 

𝐶3×3 = ∑(𝑝𝑖 − �̅�)(𝑝𝑖 − �̅�)𝑇
𝑘

𝑖=1

 
(2) 

 

where 𝑘 is the neighbourhood size, 𝑑 is the Euclidean distance 

between point (𝑥𝑎 , 𝑦𝑎, 𝑧𝑎) and (𝑥𝑏 , 𝑦𝑏, 𝑧𝑏) which are the three-

dimensional coordinates of point 𝑎 and point 𝑏, and �̅� is the mean 

value of the point 𝑝. 

 

Then, it is suggested to adjust the normal consistency to 

equation (3) owing to the unpredictability of the point cloud’s 

normal vector direction.  

 

�̅�′ = {
�̅��̅�(𝑙 − 𝑝𝑖) 𝑖𝑓 �̅� ≥ 0

−�̅��̅�(𝑙 − 𝑝𝑖) 𝑖𝑓 �̅� < 0
 (3) 

 

where 𝑦 ⃑⃑⃑   and �̅�′ is the original and adjusted normal vector in 

the form of (ℎ,𝑚, 𝑛), respectively, and 𝑙 is the location of the 

view.  

 

The formula for the curvature 𝜎𝑖  of point 𝑝𝑖 is given as, 

𝜎𝑖 =
𝜏0

𝜏0 + 𝜏1 + 𝜏2
 (4) 

 

where 𝜏0, 𝜏1, 𝑎𝑛𝑑 𝜏2 are the eigenvalues from equation (2) 

that satisfy 𝜏0 ≤ 𝜏1 ≤ 𝜏2. 
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3.2.2 Point Cloud Angle Entropy 

Another method to describe the local geometric 

characteristics of the subject is to estimate the angles between 

the normal vectors of its neighboring points which known as angle 

entropy. According to Xuan et al. (2018), angle entropy can be 

used to decide which point needs to be reserved, and which does 

not. A high value indicates that the point is situated in an area 

where the concave and convex clearly differ, and the removal of 

the point would result in a change to the local geometry. As a 

result, the point is crucial in expressing the specific geometric 

feature in the area and must be kept. Contrarily, a low value 

indicates that the point is in a flat area, where it can be replaced 

by its neighbours and removed. 

 

Thus, angle entropy 𝐸𝑛𝑖 for each point cloud is estimated 

based on its neighbourhood as follows,   

 

𝐸𝑛𝑖

= −
�̅�𝑖

�̅�𝑖 + ∑ �̅�𝑗
𝑘
𝑗=1

log2

�̅�𝑖

�̅�𝑖 + ∑ �̅�𝑗
𝑘
𝑗=1

− ∑
�̅�𝑗

�̅�𝑖 + ∑ �̅�𝑗
𝑘
𝑗=1

𝑘

𝑗=1
log2

�̅�𝑗

�̅�𝑖 + ∑ �̅�𝑗
𝑘
𝑗=1

 

 

 

�̅�𝑖 =
1

𝑘
∑ arccos (

�̅�𝑖 ⋅ �̅�𝑗

|�̅�𝑖||�̅�𝑗|
)

𝑘

𝑗=1
 

(5) 

 

where �̅�𝑖 is the normal vector of 𝑝𝑖, �̅�𝑖  is the angle of 𝑝𝑖, and  

�̅�𝑗  is the angle of point 𝑝𝑖. 

 

3.3 Preservation of Point Cloud Strong Features 

 

Strong features are essential to retain the unique nature of 

the cloud model data. Thus, this study adopts the statistical 

principle together with point cloud curvature as the strong 

features preservation evaluation parameter (Hadi et al., 2021). 

Firstly, estimate the average curvature �̅� of all point clouds and 

standard deviation 𝜎𝑠𝑡𝑑 using equation (6). Then, it is followed by 

a simplification model by Yang et al. (2020), where the curvature 

threshold 𝜎0 will be computed. If 𝜎𝑖 > 𝜎0, point 𝑝𝑖 is classified as 

a strong feature and will be preserved from the clustering 

process. 

 

�̅� =
1

𝑛
∑ 𝜎𝑖

𝑛

𝑖=1
 

 

𝜎𝑠𝑡𝑑 = √
∑ (�̅� − 𝜎𝑖)

2𝑛
𝑖=1

𝑛
 

 

𝜎0 = �̅� + 𝛽 × 𝜎𝑠𝑡𝑑  

(6) 

 

where 𝑛 is the total point cloud, and 𝛽 is a constant from 1 to 5. 

 

 

3.4 Number of Clusters 

This subsection discusses an automatic method for the 

number of clusters. The analysis was based on a conceptual model 

by He et al. (2020) called the Score and Minimum Distance of the 

Centre Point (SMD). This model consists of four steps as below: 

 

STEP 1: Choose the dimension that has the largest 

discreteness. 

 

A dimension with the largest degree of dispersion could 

reflect the actual distribution of the data, which means that the 

overlap in this dimension is more significant. Thus, equation (8) 

was used to compare the level of dispersion in a dimension called 

the discreteness function, and equation (7) was used to normalise 

the data beforehand. Then, a dimension was said to have a 

tremendous discreteness when the discreteness function was the 

lowest among all other dimensions. The chosen dimension was 

sent to the next step to get the density values based on the kernel 

function. 

𝑥′ =
𝑥 − 𝑚𝑖𝑛

𝑚𝑎𝑥 − 𝑚𝑖𝑛
 (7) 

𝐹 = ∑ |𝑥𝑖+1 − 𝑥𝑖|
𝑛−1

𝑖=1
 (8) 

 

Where 𝑥′ is the normalised data, and 𝐹 is the discreteness 

function. 

 

 

STEP 2: Calculation of density using kernel estimation and 

obtained 𝑘𝑚𝑎𝑥. 

 

Triangular Kernel function, Epanechnikov Kernel function, 

Gaussian Kernel function, and Tricube Kernel function are among 

the types of kernel functions used to estimate the density values. 

He et al. (2020) adopted the Gaussian Kernel density function as 

their method so that the density curve would be smooth. 

However, Wang & Kim (2019a) mentioned that the time 

complexity of calculating the local density using the Gaussian 

kernel function was indefinitely long. Moreover, the Gaussian 

kernel function is inefficient for large-scale datasets. Hence, this 

study chose the Cosine kernel function to ensure that the result is 

accurate with the datasets of various shapes and scales.  

 

Once the dimension with the largest discreteness was 

extracted, the density values would be evaluated using equation 

(9). Afterwards, 𝑘𝑚𝑎𝑥 were obtained by choosing the smallest 

value among √𝑛 and the number of extreme values for density 

𝑓(𝑥) =
1

𝑛ℎ
∑𝐾 (

𝑥 − 𝑥𝑖

ℎ
)

𝑛

𝑖=1

 

 

𝐾(𝑢) =
𝜋

4
cos (

𝜋

2
𝑢) 

(9) 
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where 𝑓(𝑥) is the density distribution function, 𝐾 is the 

Cosine Kernel function,  

ℎ = 1.059𝜎𝑛−
1

5  is the window width, and 𝜎 is the variance of the 

random variable.  

 

STEP 3: Determining the candidate’s set of cluster centre 

 

The first step in this process was to sort the data points, 𝑐𝑖  in 

descending order based on their score, as in equation (10).  

 

𝑠𝑐𝑜𝑟𝑒(𝑐𝑖)

= min
𝑑𝑒𝑛𝑠𝑖𝑡𝑦(𝑐𝑗)>𝑑𝑒𝑛𝑠𝑖𝑡𝑦(𝑐𝑖),𝑐𝑖,𝑐𝑗∈𝑃

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑐𝑖 , 𝑐𝑗)

⋅ 𝑑𝑒𝑛𝑠𝑖𝑡𝑦(𝑐𝑖) 

(10) 

 

where 𝑑𝑒𝑛𝑠𝑖𝑡𝑦(𝑐𝑖) is the density of point 𝑐𝑖 , 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑐𝑖 , 𝑐𝑗) 

is the distance between point 𝑐𝑖  and point 𝑐𝑗 . 

 

Then, the sorted points were cut into the size of the 𝑘𝑚𝑎𝑥 to 

get the candidate's set of centre points. The process continued by 

judging the score change between all candidates by score 

variation. He et al. (2020) defined score variation as the method 

to find the number of clusters when the last great score change 

occurred, decided using Equation (11). A new value of 𝑘𝑚𝑎𝑥 is 

obtained when 𝐺𝑟𝑎𝑑𝑟𝑜𝑝(𝑘) is greater or equal to 2. The centre 

points were said to change significantly at this stage, and all the 

centre points in the same class will be removed.  

 

𝐶𝐺𝑟𝑎𝑑𝑒(𝑘) = 𝐺𝑟𝑎𝑑𝑒(𝑘) − 𝐺𝑟𝑎𝑑𝑒(𝑘 + 1) 

 

𝐴𝑣𝑒𝑟𝐶𝐺𝑟𝑎𝑑𝑒 =
∑ 𝐶𝐺𝑟𝑎𝑑𝑒(𝑘)𝑛−1

𝑖=1

𝑛 − 1
 

 

𝐶𝐺𝑟𝑎𝑑𝑒(𝑘) > 𝐴𝑣𝑒𝑟𝐶𝐺𝑟𝑎𝑑𝑒 

 

𝐺𝑟𝑎𝑑𝑟𝑜𝑝(𝑘) =
𝐶𝐺𝑟𝑎𝑑𝑒(𝑘)

max
𝑘<𝑖<𝐾𝑚𝑎𝑥

𝐶𝐺𝑟𝑎𝑑𝑒(𝑖)
 

 

(11) 

𝐶𝐺𝑟𝑎𝑑𝑒(𝑘) is the score change value, 𝐺𝑟𝑎𝑑𝑒(𝑘) is the sorted 

points based on Equation (10) in descending order, 

𝐴𝑣𝑒𝑟𝐶𝐺𝑟𝑎𝑑𝑒(𝑘) is the average of the top 𝐾𝑚𝑎𝑥 score changes, 

and 𝐺𝑟𝑎𝑑𝑟𝑜𝑝(𝑘) is the degree of the score change. 

 

STEP 4: Generating the final number of clusters. 

 

The last step in estimating the automatic number of clusters 

would be to investigate the change of the minimum distance 

between the central points so that the cluster points are not close 

to each other. He et al. (2020) developed equation (12) to judge 

the minimum distance, and the cluster centre was selected when 

𝐷𝑖𝑠𝑑𝑟𝑜𝑝(𝑐𝑘 , 𝑐𝑘+1) ≥ a,  a ≥ 2. This is because this condition 

portrays that no more small distance between the two centre 

points occurred. Then, the final number of clusters was decided 

by the size of the points before the last great change in the 

minimum distance between the centre points. 

 

𝐷𝑖𝑠𝑑𝑟𝑜𝑝(𝐶𝑘, 𝐶𝑘+1)

=

min
𝑐𝑖∈𝐶𝑘,𝑐𝑗∈𝐶𝑘 𝑎𝑛𝑑 𝑖≠𝑗

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑐𝑖 , 𝑐𝑗)

min
𝑐𝑖∈𝐶𝑘+1,𝑐𝑗∈𝐶𝑘+1 𝑎𝑛𝑑 𝑖≠𝑗

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑐𝑖 , 𝑐𝑗)
 

(12) 

 

3.5 Improved Fuzzy C-Means (IFCM) 

Some alterations need to be done to the established FCM so 

that it can overcome the drawbacks of this algorithm. This study 

modified the cluster centre based on the density estimation 

instead of the random membership matrix. The improved method 

is named Improved Fuzzy C Means (IFCM). The flow of IFCM is as 

follows: 

 

STEP 1: Generate random initialisation of the cluster centre 

𝑉 = {𝑣1, 𝑣2, … , 𝑣𝑐}, together with membership matrix 𝐹 =

[𝑓𝑘𝑖]𝑐×𝑛, that follows the condition of FCM. 

 

𝑓𝑘𝑖 ∈ [0,1], ∑ 𝑓𝑘𝑖 = 1

𝑐

𝑘=1

, 0 < ∑ 𝑓𝑘𝑖

𝑐

𝑘=1

< 𝑛 

∀𝑖 = 1,2, … , 𝑛,   ∀𝑘 = 1,2,… , 𝑐 

 

(13) 

Where 𝑐 is the total number of clusters that was computed 

previously. 

 

STEP 2: Update the membership matrix using the cluster 

centre generated in equation (14). Zhang et al. (2020) suggested 

using the fuzzy index, 𝑚 ≥ 1. However, after a further 

investigation, a trend was noticed between the fuzzy index and 

cluster centre, by which the overlapping among cluster centre 

occurred significantly when the fuzzy index is increasing. For that 

reason, this study used a fixed value for the fuzzy index, which 

was 𝑚 = 1.15 to avoid all cluster centres falling into the centre of 

the models. 

𝑓𝑖𝑗 =
1

∑ (
𝑑𝑖𝑗

𝑑𝑘𝑗
)

2
𝑚−1

𝑐
𝑘=1

 

 

(14) 

Where 𝑑𝑖𝑗 = ‖𝑝𝑖 − 𝑐𝑗‖, and 𝑑𝑘𝑗 = ‖𝑝𝑘 − 𝑐𝑗‖. 

 

STEP 3: Determine if the calculation procedure satisfies the 

threshold requirements. The computation procedure is complete, 

and the clustering result is computed when the number of 

iterations reaches the total number of iterations. Return to Step 

2 if the termination condition is not satisfied. 

 

3.6 Output Simplified Data 

The point cloud data in different regions were simplified to 

complete the simplification process of point cloud based on the 

angle entropy in each region. Then, all the retained points from 

the simplification process will be combined with strong features 

preserved earlier to be the simplified dataset. 
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4. Results and Discussions 
This section discusses the result computed based on an 

algorithm in the previous section. Four main characteristics were 

analysed: (i) number of clusters, (ii) size of simplified data, (iii) 

error evaluation, and (iv) processing time. 

 

4.1 Analysis of the Preservation of the Strong Features 

Based on the literature review, some researchers did not 

consider preservation of strong point clouds as one of the 

processes in their algorithm. Therefore, this subsection 

investigates the effect of preserving the critical points for each 

model based on the total simplified data, error evaluation, and 

figure comparison. The algorithm for this inspection was 

performed on the fixed number of clusters set to 10 and applied 

the established Fuzzy C-Means (FCM) clustering algorithm. The 

original data sets for all three models consist of 100,000 points. 

However, due to the processor capacity, 100,000 will be reduced 

to 5,000 points. The summary for this analysis is shown in Table 

1. 

 

Table 1.  Analysis of Data Simplification with Strong Point Cloud 

Preservation. 

Reservation 

of Strong 

Feature? 

Number 

of Strong 

Points 

Number 

of 

Clusters 

Total 

Simplified 

Data 

Error Evaluation 

Maximum Mean 

BOX 

YES 711 10 2832 13.741 2.8378 

NO - 10 2469 13.7821 3.3582 

STANFORD BUNNY 

YES 808 10 2659 3.9483 0.6471 

NO - 10 2216 3.9526 0.7713 

CUP 

YES 725 10 3361 1.811 0.4867 

NO - 10 3111 1.811 0.5698 

 

This result shows that the features preservation process gives 

the total number of final data somewhat higher than the 

unpreserved algorithm. Another aspect that stands out in the 

table is the error evaluation result. As for the maximum error, 

there is no comparable difference between the two algorithms. 

Regardless of that, it can be said that the algorithm with 

preservation of unique features effectively reduced the error for 

box and Stanford bunny. Mean errors show a significant 

contradiction for all three models. Thus, it is guaranteed that the 

features preservation step can minimise the error occurring in the 

point cloud simplification algorithm. 

 

The following figures illustrate the distribution of the 

simplified data with the preserved points in red. Other colours in 

the figures show different clusters. 

 

  

(a) Box (b) Stanford bunny 

 

(c) Cup 

Figure 2. Analysis of strong features preservation on three 

different datasets. 

 

Figure 2 shows the simplified models with preserved features 

in red colour. For the box, obviously, the strong elements are the 

edges. Unlike the box, the Stanford bunny has more round edges, 

and the method preserves points mainly at the bunny's face and 

legs. Similarly, the cup's strong features are located at its bottom 

part. 

 

4.2 Analysis of the Developed Algorithm 

This subsection discusses the outcome of the fully developed 

algorithm. The first modification of this study introduced a 

method to generate an automatic number of clusters. This 

modification was established by embedding the Score and 

Minimum Distance of the Centre Point (SMD) to rate the point 

clouds. The original Kernel Density Function by Wang and Kim 

(2019a) that used Gaussian Kernel Function was changed to the 

Cosine Kernel Function to increase the accuracy. At this point, the 

technique was named SMD-FCM because the SMD method is only 

used to get the number of clusters, and the cluster centres still 

depends on the random membership matrix. 

 

The second modification is the cluster centre that was refined 

based on the score of the point clouds instead of the random 

membership matrix. This new technique is called the Improved 

Fuzzy C-Means (IFCM). The new algorithm with kernel and 

membership matrix modification is SMD(C)-IFCM. Table 2 shows 

the differences between these three algorithms. 
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Table 2.  Differences among SMD-FCM, SMD-IFCM, SMD(C)-

IFCM. 

 SMD-FCM SMD-IFCM 
SMD(C)-IFCM (developed 

algorithm) 

Kernel 

Density 

Function 

Gaussian 

Kernel 

Function 

Gaussian 

Kernel 

Function 

Cosine Kernel Function 

Cluster 

Centre 

Based on 

membership 

matrix 

Based on score 

of the point 

clouds 

Based on score of the 

point clouds 

 

The discussion for these three algorithms focuses on the 

number of cluster centres, total simplified data, error evaluation, 

and processing time in computing the algorithm. The results of 

the developed techniques are reported in Table 3. 

 

 

 

 

Table 3.  Results of Simplified Algorithm for SMD_FCM, SMD-IFCM, and SMD(C)-IFCM. 

 Number of 

Strong Points 

Number of 

Clusters 

Total Simplified 

Data 

Error Evaluation Time Taken (s) 

Maximum Mean  

BOX 

SMD-FCM 711 13 2860 (57.2%) 13.7821 3.9170 1756.044 

SMD-IFCM 711 13 2866 (57.32%) 13.7821 3.9246 1840.031 

SMD(C)-IFCM 711 14 2831 (56.62%) 13.7821 3.8726 1606.853 

STANFORD BUNNY 

SMD-FCM 808 17 2666 (53.32%) 3.9522 0.9210 802.928 

SMD-IFCM 808 17 
2649 

(52.98%) 
3.9526 0.9138 1253.575 

SMD(C)-IFCM 808 10 2678 (53.56%) 3.9526 0.9247 775.776 

CUP 

SMD-FCM 725 5 3201 (64.01%) 1.811 0.5834 682.029 

SMD-IFCM 725 5 
3250 

(65%) 
1.811 0.5931 795.361 

SMD(C)-IFCM 725 8 3174 (63.48%) 1.811 0.5783 717.929 

The result shows that a change in Kernel Function affects the 

simplified result in which the total number of clusters can be 

different. The datasets are prone to be reduced more in the 

model with more clusters. For box and cup, the error evaluation 

between SMD-FCM and SMD-IFCM indicates that the Cosine 

Kernel Function produces a better result when applied to the 

IFCM technique. However, the SMD(C)-IFCM performed 

inadequately for the Stanford bunny, and it may be related to 

other parameters involved in the whole process, such as the kNN 

value. The overall performance showed that the SMD(C)-IFCM 

scored six (6) out of nine (9) measurements, where the SMD-FCM 

and SMD-IFCM scored one (1) and two (2) respectively. Note that 

the maximum error was not considered in the measurement since 

it showed an insignificant difference between the methods. 
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Figures 3 to 5 display the simplified data and the cluster 

centres accordingly. 

 

  
(a) SMD-FCM 

  
(b) SMD-IFCM 

  
(c) SMD(C)-IFCM 

Figure 3. Analysis of simplified data and cluster centre for the 

box using three different methods. 

 

  
(a) SMD-FCM 

  
(b) SMD-IFCM 

  
(c) SMD(C)-IFCM 

Figure 4. Analysis of simplified data and cluster centre for the 

Stanford bunny. 

 

 

  



 

83 
 

Regular Issue Malaysian Journal of Science 

DOI:https//doi.org/10.22452/mjs.vol42no3.10 

Malaysian Journal of Science 42(3): 75-84 (October 2023) 

  
(a) SMD-FCM 

  
(b) SMD-IFCM 

  
(c) SMD(C)-IFCM 

Figure 5. Analysis of simplified data and cluster centre for the 

cup. 

 

In Figures 3 to 5, (a) is the resulted datasets and cluster centre 

using SMD-FCM, (b) is the resulted point clouds and cluster centre 

using SMD-IFCM, and (c) is the simplified model and cluster centre 

using the new model developed in this study which is the SMD(C)-

IFCM. For SMD-FCM, the cluster centres for all datasets have 

gravitated to the model’s centre, which shows the drawback of 

FCM. Meanwhile, for the SMD-IFCM, the distribution of cluster 

centres improved and got better with the SMD(C)-IFCM. 

 

5. Conclusion 

This study has developed the point cloud simplification 

algorithm named SMD(C)-IFCM with features preservation. The 

main characteristic of SMD(C)-IFCM is that it generates an 

automatic number of clusters according to the Cosine Kernel 

Function as the density estimator. Furthermore, the cluster 

centre for this algorithm is based on the score of the point clouds 

instead of a random membership matrix.  

 

This study was carried out by analysing the results of the 

developed algorithm with the two other algorithms: (i) SMD-FCM, 

and (ii) SMD-IFCM. The analysis shows that the number of clusters 

mainly influences the total points after the simplification process. 

It can be observed that more data will be removed with a larger 

number of clusters. The results show that SMD-FCM had the 

weakest performance with one (1) score. This was due to the 

cluster centre in the methods of FCM being unstable and falling 

into the local optima. SMD-IFCM showed a better performance 

with a score of two (2). SMD(C)-IFCM had the best performance 

with a score of six (6). In this method, the cluster centres were 

distributed fairly. Furthermore, the number of cluster centres 

were automatically calculated, and the significant features were 

preserved before the simplification.  

 

For improvements, future studies should focus on kNN as this 

parameter has a huge impact on the preservation process. 
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QUARTERLY VARIATION IN TROPOSPHERIC SURFACE REFRACTIVITY IN ILORIN, NIGERIA 
M.S Otto1a, O.J Abimbola2a, O.A Falaiye3b, F.U.Muhammad4a, A.A Sule5a 

 
 

Abstract: Refractivity impacts radio communication systems that are above the atmosphere. It is thus necessary to understand 

variations in refractivity to improve the effectiveness of cellular networks and navigation and surveillance systems. The purpose of this 

study is to measure seasonal changes in tropospheric surface refractivity in Ilorin, Kwara, Nigeria. During the dry (first quarter) and rainy 

(third quarter) seasons from 2000 to 2002, refractivity was calculated using meteorological data obtained from the Nigerian 

Meteorological Agency, Ilorin. Average surface refractivity of 243.34 N-units was recorded in the third quarter (July–September) of 

2000; it was 212.86 N-units in the first quarter (January–March). Refractivity was measured at 240.25 N-units and 212.73 N-units in the 

third and first quarters of 2001, respectively. Finally, refractivity was measured at 242.83 N-units and 216.51 N-units in the third and 

first quarters of 2002, respectively. These results show that tropospheric surface refractivity differs in the dry and rainy seasons; higher 

surface refractivity was observed during the rainy season than during the dry season over a three-year period. This is attributed 

primarily to water content in the atmosphere (troposphere), which is higher during the rainy season than the dry season. 

 

Keywords: Refractivity, atmosphere, troposphere, meteorological parameters 
 

 
1. Introduction 

Variations in meteorological parameters, particularly in the 

troposphere, can change the composition of the atmosphere, 

which has a profound effect on the propagation of 

electromagnetic waves in the atmosphere (specifically in the 

troposphere) (Korak, 2003). Variations in meteorological 

parameters such as temperature, pressure, and relative humidity 

impact the index of refraction of the air within this layer. Solar 

radiation influences all meteorological parameters, either directly 

or indirectly, causing typical daily or yearly trends. To measure 

these trends, it is necessary to calculate the mean values of 

multiple measurements taken over a specific period (Bean & 

Horn, 1959). However, the daily cycles of some meteorological 

parameters are quite easy to measure. 

Variations in meteorological parameters such as clouds and 

rain have a stronger impact on radio wave propagation in the 

lower atmosphere, particularly in the troposphere (Hall, 1979). In 

the tropics, these variables vary every quarter hour, as well as 

hourly, daily, and seasonally. Radio communication (terrestrial 

and satellite) systems must account for variations in refractivity. 

Radio refractivity, which is impacted by these three parameters 

(temperature, pressure, and relative humidity), affects the 

propagation of radio waves at various frequencies, such as ultra-

high frequencies and microwave frequencies. Radio refractivity is 

influenced by the meteorological variables of temperature, 

pressure, and relative humidity (Bean & Horn, 1959). Distribution 

studies of refractivity can help address the challenges that arise 

due to unexpected path loss and uncharacteristic propagation of 

radio waves, which obstruct radio signal performance in cellular 

networks and in surveillance and navigation systems (Ukhurebor 

& Nwankwo, 2020).  

Many researchers have made significant contributions to this 

field, including Ukhurebor and Nwankwo (2020), who used an 

inexpensive, portable, self-implemented meteorological 

monitoring device to estimate the refractivity gradient from basic 

climate variables in Iyamho-Auchi, Edo State, South-South Region 

of Nigeria over a one-year period (2018). They concluded that 

refractivity gradient values are higher during months with lower 

relative humidity. Abimbola et al. (2021) estimated radio 

refractivity from a decade of satellite meteorological data for 

West Africa and discovered a seasonal pattern in refraction 

variation across the West African region, with super-refraction 

dominating the coastal area during the wet season and sub-

refraction dominating during the dry season. In 2017, Ukhurebor 

et al. (2018) used a portable weather monitoring system to 

estimate atmospheric refractivity over Auchi town (Edo State), 

Nigeria, and found that air temperature impacts refractivity more 

than relative humidity or atmospheric pressure. Edet et al. (2017) 

investigated monthly variations in radio refractivity in Calabar, 

Nigeria, in 2016 and found that radio refractivity patterns varied 
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only slightly due to Calabar’s nearly uniform weather conditions 

(i.e., a small observed increase in tropospheric temperature and 

humidity). Ikeh and Okeke (2016) found that, over a two-year 

period, surface refractivity over Awka, South East Nigeria, varied 

most during the rainy season and least during the dry season. 

Bawa et al. (2015) examined average hourly variations in radio 

refractivity in several Nigerian cities: Yola (9° 11' N, 12° 30' E), 

Anyigba (7° 45' N, 6° 45' E), Lagos (6° 27' N, 5° 12' E), and Port-

Harcourt (40° 48' N, 7° E). This study found that average hourly 

variations in refractivity during the dry season are due primarily 

to variations in humidity, while refractivity varies during the rainy 

season due to changes in both dry (pressure) and wet 

components (humidity). Ali et al. (2011) also examined seasonal 

variations in radio refractivity, using measurements taken at a 

height of 10 km over Minna (9° 37' N, 6° 30' E). They found that 

the atmosphere over Minna was super-refractive during the wet 

season and sub-refractive during the dry season. Adediji et al. 

(2013) computed radio refractivity using measurements of 

atmospheric parameters taken by weather stations in Akure, 

Nigeria (2007–2011) (Davies 6162 wireless vantage Pro2 specs), 

at different altitudes. They found that, at all levels, water vapour 

pressure impacts radio refractivity more than any other 

parameter. Igwe and Adimula (2009) used the University of Ilorin 

Atmospheric observatory to obtain data from the radiometric 

network of the Baseline Surface Radiation Network (BSRN) and 

computed surface-level monthly variations in the radio refractive 

index over Ilorin (8° 32' N, 4° 34' E) over a period of five years 

(2000–2004). Okoro and Agbo (2012) investigated the effect of 

diurnal variations in meteorological parameters on tropospheric 

radio refractivity during the dry and rainy seasons in Minna in 

2008. They found that variations in meteorological parameters, 

such as humidity and temperature, in the lower troposphere 

caused radio refractivity to vary throughout the day; this impact 

was more significant during the rainy season than the dry season. 

Agbo et al. (2013) evaluated atmospheric refractivity on disturbed 

and quiet days in Abuja during the dry and rainy seasons and 

found that refractivity is impacted by changes in weather 

variables. Other similar studies include Willoughby et al. (2002), 

Adeyemi (2004), Falodun (2006), Adedeji (2008), Ekpe et al. 

(2010), Igwe et al. (2011), Daniel et al. (2015), Falaiye et al. (2016), 

and Ukhurebor and Azi (2019). However, none of the reviewed 

studies have computed quarterly surface refractivity in Ilorin, 

Kwara State, North-Central Nigeria, despite this region’s unique 

climate (tropical savanna). 

Because changes in the index of refraction play such a large 

role in radio wave propagation in the troposphere, it is convenient 

to use refractivity (N) when modelling atmospheric variation in 

the index of refraction (Bean, 1966; Thayer, 1974). Refractivity (N) 

is related to the index of refraction, n, as shown in Eq. 1: 

 

𝑁 = (𝑛 − 1) × 106 (1) 

 
Refractivity is also related to meteorological parameters 

(Willoughby et al., 2002): 

 

N =
77.6

T
(P + 4810

e

T
)

= 77.6
P

T
 + (3.732 ×  105

e

T2
) 

(2) 

 
where T = Absolute temperature in Kelvin, P = Barometric 

pressure in millibars, e = Partial pressure of water vapor in 

millibars, and es = Saturated vapor pressure in millibars. 

 

es = 6.11 × exp (x) (3) 

 

x =
17.2694(T − 273.15)

T − 35.85
 (4) 

 

e =  
RH

100
es (5) 

 

The present paper aims to measure and compare quarterly 

variations in refractivity in Ilorin, Nigeria, and to measure the 

relationships of these variations with the aforementioned 

meteorological parameters. 

 

2. Methodology 
Ilorin (4.542 °E, 8.497 °N; altitude 303 m), the research 

location of the present study, is the capital city of Kwara State, 

Nigeria. It has a population of about 777,667 and a Köppen 

climate classification of Aw, tropical savanna. The average 

climatic data for Ilorin is as follows: temperature: 32.5 oC; total 

annual rainfall: 1,185 mm; average annual rainy days: 88; average 

relative humidity: 51.1%. Figure 1 shows Ilorin on a map of 

Nigeria. The data used in this study were recorded over a period 

of three years and provided by the Nigerian Meteorological 

Agency (NIMET). The station uses a dry bulb thermometer to 

measure temperature, a barometer to measure atmospheric 

pressure, and a hygrometer to measure relative humidity.  

 

 
Figure 1. Research location (Ilorin) on a map of Nigeria. 
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To compute the seasonal surface refractivity, the quarterly 

values of each of the three meteorological parameters 

(temperature, pressure, and relative humidity) from 2000 to 2002 

were determined by averaging the values for the same three 

months of each of the three measured years. The first quarter 

includes the average values for January to March, the second 

quarter includes those from April to June, the third quarter 

includes those from July to September, and the fourth quarter 

includes those from October to December. All temperature, 

pressure, and relative humidity measurements were entered 

separately into a Microsoft Excel document and then input into 

the formula shown in Eq. 2. Graphs were also plotted to compare 

quarterly variations in surface refractivity from 2000 to 2002. 

 

3. Results and Discussions 
Quarterly variations in tropospheric surface refractivity were 

computed based on meteorological data. The extreme dry season 

is the first quarter (January–March), while the moderately rainy 

season is the second quarter (April–June), the extreme rainy 

season is the third quarter (July–September), and the moderately 

dry season is the fourth quarter (October–December) in Ilorin. 

During the extreme rainy season (the third quarter), average 

surface refractivity was 243.34 N-units. During the extreme dry 

season (the first quarter), it was lower, only 212.86 N-units, as 

shown in Figure 2. This is due to higher atmospheric water 

content during the extreme rainy season. The standard deviation 

(SD) in surface refractivity for each quarter was also calculated; 

the third quarter has the highest surface refractivity (243.34 N-

units) and the lowest SD (4.86) (first quarter: 212.86 N-units, SD = 

8.22; second quarter: 227.02 N-units, SD = 9.00; fourth quarter: 

223.26 N-units, SD = 12.72).  

 

 

Figure 2. Quarterly refractivity for all quarters of 2000. 

Figures 3 and 4 show that, during the first and third quarters, 

seasonal surface refractivity responds more to changes in relative 

humidity than in other parameters. 

 

Figure 3. First-quarter (dry season) seasonal refractivity in 2000. 

 

 

Figure 4. Third-quarter (rainy season) seasonal refractivity in 

2000. 

 

 

Figure 5. Quarterly refractivity for the first and third quarters of 

2000. 

Figure 6 shows that in 2000, surface refractivity was higher 

during the extreme rainy season (third quarter; 240.25 N-units) 

than during the extreme dry season (first quarter; 212.73 N-

units). This is due to the higher atmospheric water content during 

the extreme rainy season. The third quarter has the highest 

surface refractivity (240.25 N-units) and the lowest SD (3.39) (first 

quarter: 212.73 N-units, SD = 7.26; second quarter: 224.78 N-

units, SD = 5.96; fourth quarter: 244.36 N-units, SD = 9.70). 



 

   88 
 

Regular Issue Malaysian Journal of Science 

DOI:https//doi.org/10.22452/mjs.vol42no3.11 

Malaysian Journal of Science 42(2): 85-91 (October 2023) 

 

Figure 6. Quarterly refractivity for all quarters of 2001. 

 

 

Figure 7. First-quarter (dry season) seasonal refractivity in 2001. 

 

 

Figure 8. Third-quarter (rainy season) seasonal refractivity in 

2001. 

 

 

 

Figure 9. Quarterly refractivity for the first and third quarters of 

2001. 

As shown in Figure 10, surface refractivity during the extreme 

rainy season of 2001 was 242.83 N-units, higher than refractivity 

during the extreme dry season (216.51 N-units). In 2001, the third 

quarter had the highest surface refractivity (242.83 N-units) and 

the lowest SD (4.20) (first quarter: 216.51 N-units, SD = 9.25; 

second quarter: 222.91 N-units, SD = 7.82; fourth quarter: 223.56 

N-units, SD = 5.27). 

 

 

Figure 10. Quarterly refractivity for all quarters of 2002. 

 

 

Figure 11. First-quarter (dry season) seasonal refractivity in 

2002. 
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Figure 12. Third-quarter (rainy season) seasonal refractivity in 

2002. 

 

Figure 13. Quarterly seasonal refractivity for the first and third 

quarters of 2002. 

 

Table 1. Correlation coefficients of the weather parameters for the dry and wet seasons in Ilorin over a period of three years. 

VARIATION YEAR PRESSURE, P (millibars) RELATIVE HUMIDITY, RH 

(%) 

TEMPERATURE, T (°C) 

First quarter (dry season) 

refractivity 

2000 0.84 -0.81 -0.99 

2001 0.76 -0.72 -0.97 

2002 0.68 -0.59 -0.78 

Third quarter (rainy season) 

refractivity 

2000 0.42 0.76 -0.96 

2001 0.62 0.42 -0.95 

2002 0.14 0.64 -0.95 

As shown in Table 1, in 2000, dry season refractivity in Ilorin 

correlated with pressure (correlation coefficient: 0.84 at the 5% 

significant level). This indicates that these factors increase 

together. Thus, based on pressure, it can be predicted that 

refractivity in Ilorin during the dry season is 84%. Relative 

humidity and temperature have very high negative correlation 

coefficients with surface refractivity (-0.81 and -0.99), indicating 

that these factors have an inverse relationship with surface 

refractivity during the dry season. 

In contrast, during the rainy season in Ilorin, refractivity has a 

small or insignificant correlation with pressure, but it has a 

positive correlation coefficient with relative humidity and a very 

high negative correlation coefficient with temperature. This 

suggests that, during the rainy season, daily surface refractivity in 

Ilorin increases due to other parameters (an increase in relative 

humidity leads to a decrease in temperature), while pressure has 

no or little impact on tropospheric surface refractivity in Ilorin 

during the rainy season. More research is needed to confirm 

these findings. 

Quarterly tropospheric surface radio refractivity (N) in 2000 

can be predicted based on relative humidity (RH) and 

temperature (T) using multiple regression equations:     

 

N = 420.39 - 0.07RH - 7.80T (dry season)  (6) 

 

N = 480.28 - 0.02RH - 9.95T (rainy season) (7) 
 

Radio refractivity (N) in 2000 can be predicted based on three 

parameters (pressure [P], relative humidity [RH], and 

temperature [T]) using the following equations: 

 

N = 178.69 - 0.005RH - 6.99T + 3.02P (dry season) (8) 

 

N = 230.66 + 0.02RH - 9.36T + 3.12P (rainy season) (9) 
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5. Conclusion 

This study has used meteorological parameters recorded in 

Ilorin from 2000 to 2002 to investigate quarterly variations in 

tropospheric surface refractivity. The results show that surface 

refractivity was high during the extreme rainy season (third 

quarter, July–September) and low during the extreme dry season 

(first quarter, January–March) during the study period (2000–

2002). It can be stated unequivocally that tropospheric surface 

refractivity varies seasonally (dry and rainy); it is higher during the 

rainy season and lower during the dry season. Furthermore, 

during the rainy season, refractivity correlates positively with 

relative humidity and negatively with temperature, while during 

the dry season, refractivity correlates negatively with both 

temperature and relative humidity. 

Future studies should use data from a broader spatial region, 

such as satellite data, which could enable a vertical study of 

refractivity in Ilorin. This will provide a better picture of the spatio-

temporal variation in radio refractivity, which will support 

decisions about systems that use radio signals. 
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SPATIAL DISTRIBUTION OF MALARIA AND LAND COVER PATTERNS IN OGONI LAND, 
RIVERS STATE, NIGERIA 
Sylvia E. Egbom1a*, Florence O. Nduka2b, Sidney O. Nzeako3b, Chigozie C. Ikechukwu4c, Joseph I. Nwachukwu5d, Chinonye O. 
Ezenwaka6e, Charity O. Ihejirika7a, Martin C. Opara8a, Emilia O. Anyanwu9a , Blessing O. Agoh10f, Justin N. Okorondu11d and 
Grace C. Egwuogu12a 

 
 

Abstract: The distribution of malaria is characterised by microgeographic variations determined by a range of factors, including the local 

environment. A study on the spatial distribution of malaria and land cover patterns was carried out by sampling Primary Health Centres 

in Ogoni Land. Nine Primary Healthcare Centres (PHCs) were selected across four local government areas (LGA) using Systematic Grid 

Point Sampling. Human blood samples were obtained from 318 consented individuals, and questionnaires were administered to obtain 

demographic data. Plasmodium species were identified through microscopy using thick and thin blood films. A geodatabase was created 

and imported into ArcGIS 10.7 to produce a thematic map of the study area. A cloud-free Landsat-8 Operational Land Imager (OLI) was 

employed for land cover analysis. Both supervised and unsupervised classifications of land cover were performed to generate the land 

cover classes. Pearson correlation was carried out to determine the significance between malaria distribution and land cover. Of the 318 

individuals, 169 were infected with an overall prevalence of 53.1%.Only P. falciparum was identified and malaria distribution showed 

spatial variations. Across the PHCs sampled, the highest point prevalence was recorded in Model Primary Health Centre Koroma in Tai 

LGA whereas the lowest was recorded in MPHC Okwale in Khana LGA. Cumulatively, Kwawa PHC recorded the highest malaria 

prevalence whereas MPHC Bunu in Tai recorded the lowest prevalence. The highest prevalence was recorded in Khana LGA while the 

lowest was recorded in Eleme LGA. Land cover analysis revealed that Ogoni Land has a total land cover mass of 982.97km.2 Sparse 

vegetation dominated the study area (471.06km2) while dense vegetation covers a total mass of 213.1km2. Bivariate analysis showed a 

significant correlation between malaria prevalence and dense vegetation (p<0.05, 0.952). Dense vegetation played a significant role in 

malaria transmission in Ogoni Land. The study concludes that the presence of dense vegetation is associated with high malaria 

prevalence in the study area.  

 

Keywords: Malaria distribution, land cover, gis, remote sensing, pearson correlation 
 

1. Introduction 
Malaria is a parasitic disease caused by parasites of the genus 

Plasmodium (Sato, 2021) and is transmitted naturally through the 

bite of the female Anopheles mosquitoes (Bassey and Izah, 2017). 

In Sub-Sahara Africa, significant deaths occur annually (Bassey 

and Izah, 2017) due to the disease. Malaria is environmentally 

driven (Onyiri, 2015) and is one of the most common public 

health issues across Nigeria (Ayanlade et al., 2013). Nigeria is in 

tropical Africa where the best combination of adequate rainfall, 

humidity and temperature are characteristic, thereby providing 

favourable breeding conditions for malaria vectors. Malaria is 

holo-endemic in rural Nigeria and meso-endemic in urban areas 

with stable and intense transmission (Nmadu et al., 2015).  
 

The distribution of malaria is characterised by 

microgeographic variations, regularly amongst nearby villages, 

households, or homes (Coleman et al., 2009). The local 

heterogeneity in malaria distribution is determined by a range of 
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factors, including human factors (Ngom and Siegmund, 2015), 

environmental factors (Abiodun et al., 2016) etc. Environmental 

factors can influence the profusion and continued existence of 

both the parasites and vectors transmitting them and are 

therefore said to be responsible for over 70% risk (Ye et al., 2007). 

Precise malaria and land use data are required to monitor disease 

risk in a changing environment. Global changes in land cover have 

been monitored, and data resulting from remote sensing is 

becoming more accessible. These data have been supplemented 

with new technologies that allow for the mapping of regions of 

interest. Since proper vector control necessitates a good 

understanding of the ecology of breeding, resting habitats and 

behaviour of the various species of mosquito (Okogun, 2005), the 

advent of a tool with such functionality and great efficiency is of 

paramount importance (Pam et al., 2017) in malaria studies. A 

more valuable approach to analysing the distribution patterns of 

malaria disease is achieved by the application of geospatial 

technology (Adeola et al., 2015). 

 

Mapping malaria for effective control and elimination has 

become valuable since the recognition and adoption of GIS as a 

tool (Hay and Snow, 2006). Malaria prevalence and incidence 

mapping is the most basic application of GIS and has been used 

to visualise and classify the spatial distribution patterns of malaria 

over a distinct geographical location (Feng et al., 2018, Weiss et 

al., 2019). Mapping and other geostatistical applications are used 

to link relationships between the spatial distribution of malaria 

and other variables like weather and climate (Kakmeni et al., 

2018; Okunlola and Oyeyemi, 2019), vector breeding sites 

(Palaniyandi et al., 2016; Ndiaye et al., 2020) and land use (Ayo et 

al., 2017; Paul et al., 2018). This research aimed to evaluate the 

prevalence and spatial distribution of malaria in Ogoni Land, 

Rivers State, Nigeria using the GIS tool. The specific objectives are 

to determine the prevalence of malaria, produce prevalence 

maps of malaria and evaluate the impact of land cover on malaria 

prevalence in the study area. 

 

2. Method 
2.1 Study Area 

Ogoni Land is in Rivers State on the coast of the Gulf of 

Guinea, east of the city of Port Harcourt. It extends across the 

local government areas (LGAs) of Khana, Gokana, Eleme and Tai. 

The map of the study area is shown in Figure 1. The study was 

conducted in nine primary health care (PHC) centres. 

 

Figure 1. Location Map of Ogoni Land 
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2.2 Research design and data collection 

The geographic coordinates of all the PHCs in Ogoni Land were 

obtained using a handheld Garmin eTrex 30x Global Positioning 

System (GPS). A cross-sectional hospital-based study was 

conducted at nine selected PHCs using a systematic grid-point 

sampling method (Oluwole et al., 2018). Blood samples were 

obtained through venipuncture from a total of 318 individuals 

using a stratified random sampling technique. This study involved 

318 patients (irrespective of gender or age) seeking medical care 

in the selected PHCs. Ethical clearance to undertake this research 

was obtained from the University of Port Harcourt Health 

Research Ethics Committee (UPH/CEREMAD/REC/MM77/020) 

and Rivers State Ministry of Health (MH/PRS/391/VOL.2/438). 

Verbal consent was obtained from the participants and caregivers 

who enrolled for the study. A cloud-free Landsat-8 Operational 

Land Imager (OLI) was downloaded from the United States 

Geological Survey (USGS) Earth Explorer website. Landsat scene 

downloaded for the study area has path 188 and row 057 World 

Reference System (WRS). 

 

 

2.3 Data Analysis 

Data collected from the field were cleaned and datasets were 

developed. All data were entered into Microsoft Excel Version and 

analysed using IBM SPSS Version 26. Data obtained were 

presented in tables. Additionally, geographic coordinates and 

malaria prevalence data were computed into Microsoft Excel 

2016 and imported into the GIS database. Spatial queries were 

performed using Boolean Operation in the ArcGIS environment. 

The Environmental System Research Institute (ESRI) ArcGIS 10.7 

software was used to compute the spatial and aspatial datasets 

collected from the field to further display, analyse, query and 

model information from the results generated in the GIS 

software. Point prevalence and thematic maps of the study area 

were produced. LandSat_8 (OLI/TIRS) band 6, band 5 and band 2 

were used to generate the composite band using an agricultural 

renderer. The composite band was used to perform unsupervised 

image classification.  The data was further used to delineate 

training samples for supervised image classification into five (5) 

classes: waterbodies, bare soil, built-up regions, sparse 

vegetation and dense vegetation. The extent of these classes was 

extracted using the Calculate Geometry Attributes tool. The 

various areas occupied by the 4 LGAs were extracted and 

exported as an Excel file for correlation analysis. Pearson 

correlation was carried out to determine the significance between 

malaria prevalence and land cover classes. 

 

3. Results 
3.1 Prevalence of malaria at the various Primary Health Care 

facilities 

Out of the 318 individuals examined, 169 (51.3%) were 

infected (Table 1). The highest prevalence (75%) was recorded at 

Model Primary Healthcare Centre Koroma in Tai LGA, followed by 

Kwawa PHC (62%) and Beakogoro HP (59.09%). MPHC Okwale 

recorded the lowest prevalence of 39.54%. However, no 

significant statistical relationship was found between malaria and 

facilities (p>0.05). 

 

Table 1. Prevalence of malaria at the various PHCs 

LGA PHC No 

examined 

No 

infected 

(%) 

Point 

Prevalence 

(%) 

Overall 

prevalence 

(%) 

Khana Kwawa 

PHC 

50 31 62 9.748 

Khana MPHC 

Beeri 

39 17 43.59 5.346 

Khana Beakogo

ro HP 

44 26 59.09 8.176 

Khana MPHC 

Okwale 

43 17 39.54 5.346 

Gokana Gbe HP 40 22 55 6.918 

Eleme Alesa HP 23 12 52.17 3.774 

Tai MPHC 

Bunu 

21 10 47.62 3.145 

Tai MPHC 

Koroma 

16 12 75 3.774 

Tai PHC Gio 42 22 52.38 6.918 

 Total 318 169   

(ϰ2= 10.228; P=0.249) 
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Figure 2. Point prevalence map of malaria in the study area 

 

3.2 Prevalence of Malaria across the LGAs 

Table 2 presents the prevalence of malaria across the LGAs in 

Ogoni Land during the study period. Khana LGA recorded the 

highest overall prevalence of 28.6% while Eleme LGA recorded the 

lowest prevalence of 3.8%. No significant statistical relationship 

was found between malaria and LGA (p>0.05). 

 

 

 

 

 

 

Table 2. Prevalence of malaria across the LGAs in Ogoni land 

LGA No 

examined(%) 

No infected  Overall 

prevalence 

(%) 

Khana 176(55.3) 91 28.6 

Gokana 40(12.6) 22 6.9 

Eleme 23(7.2) 12 3.8 

Tai 79(24.8) 44 13.8 

Total 318 169 53.1 

ϰ2 = 0.417; P=0.937 
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The prevalence map of malaria distribution in Ogoni Land during the study is shown in Figure 3. 

Figure 3. Map of malaria prevalence in Ogoni Land during the study 

 

3.3 Land Cover Analysis of Ogoni Land 

Table 3 illustrates the land cover analysis of the study area and 

Figure 4 shows the land cover map. Land cover analysis revealed 

that the area of Ogoni Land is 982.97km2, which is composed of 

waterbodies, bare soil, sparse vegetation, dense vegetation and 

built-up regions with an area of 33.18km2, 208.27km2, 471.06km2, 

213.1km2 and 57.33km2 respectively. The sparse vegetation 

dominates the study area with 471.06km2, followed by dense 

vegetation with 213.1km2. Khana LGA covers the largest area of 

560.36km2, whereas Gokana LGA covers the least with125.94km2. 

The impact of land cover on malaria prevalence during the study 

period was assessed using correlation analysis. Dense vegetation 

demonstrated a highly positive significant correlation with 

malaria (p=0.048, R2=0.952). Meanwhile, sparse vegetation 

showed an insignificant positive correlation with malaria 

(p=0.154, R2=0.846).  

 

Table 3. Land cover analysis of Ogoniland 

LGA Waterbody 
(km2) 

Bare soil 
(km2) 

Sparse 
vegetation 

(km2) 

Dense 
vegetation 

(km2) 

Built up 
regions 
(km2) 

Total 
(km2) 

Khana 22.04 56.59 303.34 168.97 9.40 560.36 
Gokana 8.48 45.74 44.85 18.35 8.51 125.94 
Eleme 1.75 9.94 89.23 4.10 33.06 138.08 

Tai 0.91 96.00 33.64 21.68 6.36 158.59 
Total 33.18 208.27 471.06 213.1 57.33 982.97 
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Figure 4. Land cover map of Ogoni Land 

 

4. Discussion 
An overall malaria prevalence of 51.3% was reported in the 

study area. This finding agrees with the numbers reported in 

Rivers State by Egbom and Nzeako (2017), Egbom et al. (2021) and 

Egbom et al. (2022), which were 52.5%, 57.4% and 56.3%, 

respectively. Additionally, the number was higher than that of 

previous reports in other parts of the State. Wogu and Nduka 

(2016) and Wogu et al. (2017) recorded a prevalence of 32% and 

43.1%, respectively in Port Harcourt. However, the observed 

prevalence in different study areas in the State was lower than 

the numbers reported by Wokem et al. (2017) and Augustine-

D’Israel and Abah (2018), which were 87% and 78%, respectively. 

The lower malaria prevalence obtained in this research when 

compared with the higher prevalence reported by Wokem et al. 

(2017) and Augustine- D’Israel and Abah (2018) could be ascribed 

to the increased level of awareness about malaria and its 

intervention strategies among the population. However, the 

prevalence is still high. 

 

P. falciparum was the only species of malaria parasite 

recorded in this study. This finding agrees with the reports from 

Abah et al. (2017), Wogu and Onosakponome (2021), Egbom et 

al. (2021) and Egbom et al. (2022) who observed only P. 

falciparum. In contrast, Nzeako et al. (2013) reported the 

presence of Plasmodium vivax along with P.falciparum. The 

authors argued that the presence of P. vivax in the Delta region 

could be due to the presence of non-African people since the 

region is a hub for the petroleum industry that attracts many 

expatriates. 

 

The study demonstrated spatial variations in the geographic 

distribution of malaria in Ogoni Land. Remote sensing of the 

environment in Ogoni Land used in this study provides valuable 

information for explaining the geographic variations of malaria. 

The highest prevalence was recorded in Khana LGA which has the 

largest area of dense vegetation. Bivariate analysis revealed that 
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the disease patterns showed a positive correlation with dense 

vegetation, which may accountfor the observed spatial variations.  

 

It can be concluded that spatial variation in malaria 

prevalence observed in the study is influenced by varying land 

cover classes, with a high prevalence linked with the presence of 

dense vegetation. The findings in this study agree with the 

previous reports by Adlaoui et al. (2011), Machault et al. (2012), 

Kabaria et al. (2016), Olalubi et al. (2020) and Awosolu et al. 

(2021) who reported a positive relationship between malaria 

prevalence and vegetation. However, the findings contradict the 

previous findings by Paul et al. (2018), who found no statistically 

significant correlation between malaria and land use patterns. 

The findings also disagree with Kigozi et al., (2016) who reported 

a negative relationship between vegetation and malaria 

prevalence. Additionally, studies done by Adimi et al. (2010), 

Zinszer et al. (2012) and Ricotta et al. (2014) have associated 

vegetation with malaria incidence.  

 

Mosquito survival and foraging are key elements in the 

general epidemiology of malaria (Ricotta et al. 2014). Vegetation 

provides outdoor resting locations for malaria vectors (Bassene et 

al., 2020). Plant sugars also provide sufficient energy for male 

mosquitoes to efficiently fertilize females thus guaranteeing 

species perpetuity (Stone et al., 2009). Research has shown that 

some plants provide mosquitoes with readily available meals 

thereby increasing their life span and decreasing contact with 

humans (Nikbakhtzadeh et al., 2014). Therefore, vegetation plays 

a prominent role in the survival of mosquito vectors in their innate 

environment. 

 

5. Conclusion 
This study has provided prevalence statistics and spatial 

distribution maps of malaria in the study area. The findings 

confirm that malaria remains a public health burden in the 

study area. The observed malaria distribution patterns in this 

study are influenced by land cover classes with a significant 

positive correlation between dense vegetation and malaria 

prevalence. The hybrid of GIS and remote sensing has 

established a link between malaria and land cover, thereby 

explaining the observed spatial distribution patterns. These 

findings will aid in the deployment of appropriate malaria 

interventions to places most in need and in the development 

of an environmental management approach for malaria 

control to address the menace at local scales.  
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